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#### Abstract

: Background: High blood pressure, medically known as hypertension is the major risk factor for cardiovascular diseases (CVDs) and premature death globally. The aim of the present study was to explore possible interactions amongst systolic blood pressure`s (SBP) and diastolic blood pressure`s (DBP) risk factors in South Africa. Methods:A retrospective study was conducted using data acquired from the South African National Income Dynamics Study Wave 5, Household Survey which was carried out in 2017-2018.A final data set of 21180 adults was utilized for data analysis. An application of the hierarchical group-lasso approach to detect interactions between SBP's and DBP's risk factors and classical quantile regression analysis were performed in this study. Results: By using only upper quantilesbody mass index (BMI), age, race, never exercised, and the following nine interactions: BMI and age, BMI and gender male, age and never exercised, gender male and race African, race coloured and depression some or little of the time, BMI and cigarette consumption, age and race white, gender male and employment status, never exercised and cigarette consumptionwere found to be significantdeterminantsof hypertension in South Africa. Conclusion: The evidence of this study suggests that it is ideal to consider interactions amongst risk factors when modelling hypertension.
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## Introduction

High blood pressure, medically known as hypertension is the major risk factor for cardiovascular diseases (CVDs) and premature death globally. CVDs are conditions that affect the structures or functions of the heart. These are abnormal heart rhythms or arrhythmias, aorta disease and Marfan syndrome, congenital heart disease, coronary artery disease (narrowing of the arteries), deep vein thrombosis and pulmonary embolism, heart attack, heart failure, heart muscle disease (cardiomyopathy), heart valve disease, pericardial disease, peripheral vascular disease, rheumatic heart disease,stroke and
vascular disease (blood vessel disease). CVDs are the number 1 cause of death worldwide and an estimated 17.9 million people died from CVDs in 2016, representing $31 \%$ of all global deaths ${ }^{1}$. Hypertension is responsible for 7.6 million deaths per annum globally ${ }^{2}$.

The prevalence and burden of hypertension is rising across the world, especially in low and middle-income countries including South Africa ${ }^{3}$. Approximately, $27.4 \%$ of men and $26.1 \%$ of women in South Africa have raised blood pressure in $2015{ }^{4}$. Based on these high prevalence rates of hypertension in South Africa, this study sought to establish the prevalence of hypertension amongst adults in South
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Africa attributable to high systolic and diastolic blood pressure. Thus, systolic blood pressure (SBP) readings greater than or equal to 140 mmHg and/or diastolic blood pressure (DBP) greater than or equal to 90 mmHg .
Most previous studies on hypertension have used descriptive statistics to study the prevalence and awareness of hypertension in South Africa ${ }^{678}$. Some have applied mean regression ${ }^{7910}$. In addition to descriptive statistics, this study shall also apply classical quantile regression. Modelling hypertension using quantile regression $(\mathrm{QR})$ is more appropriate than using descriptive statistics and mean regression only in that it provides flexibility to estimate the influence of potential risk factors on the upper quantiles ( $75 \%$ or $95 \%$ ) of the conditional distribution of hypertension. When modelling hypertension, it makes more sense to model high values of systolic and diastolic blood pressure which corresponds to the upper distribution of either SBP or DBP ${ }^{11}$. Hence, the aim of the present study was to explore possible interactions amongst SBP`s and DBP`s risk factors. Modelling interactions is conceivable to play an important role when predicting diseases ${ }^{12}$.

## Materials and Methods

In this section, the data and variables, theoretical models and data analysis techniques applied in this paper are presented.

## Data and Variables

This was a retrospective study conducted using data acquired from the South African National Income Dynamics Study (NIDS) Wave 5, Household Survey which was carried out in 2017-2018.The South African National Income Dynamics Study provides good quality anthropometric, sociodemographic and behavioural data sampled across the South African population?
From this particular secondary data, data for South African male and female adults aged 18 years and above was extracted for analysis. NIDS was embarked by the South African Presidency in order to track changes in the well-being of South Africans citizens in the entire country ${ }^{13}$. Hence, this survey provided nationally representative data.
The target population forNIDS was private households in all nine provinces of South Africa, and residents in workers' hostels, convents and monasteries. The frame excludes other collective living quarters, such as student hostels, old age homes, hospitals, prisons
and military barracks. Fieldworkers were trained and instructed to interview and collect data on subjects residing at selected households.
Data cleaning was conducted before analyzing the data. The data cleaning process involved dropping observations with missing data (7 127) for any of the variables used in the study and participants aged below 18 (1803). A final data set of 21180 adults was obtained from 30110 adults originally observed.
The variables used in this study are systolic blood pressure, diastolic blood pressure, non-modifiable risk factors (age, gender and race) and modifiable risk factors (BMI, exercises, cigarette consumption, depression and employment status). Systolic blood pressure and diastolic blood pressure are the dependent variables whilst age, body mass index, gender, race, exercises, cigarette consumption, depression and employment status are the independent variables. Age was computed by subtracting date of birth from date of interview and body mass index was calculated by dividing weight ( kg ) by height in meters squared ( $m^{2}$ ).

## Classical Quantile Regression and Computational Methods

In statistical modelling, regression analysis is one of the most widely used and powerful multivariate techninues in order to assess the impact $\stackrel{f}{ }$ a set of variables ${ }^{X}$ on a certain outcome variable ${ }^{Y}$. Classical or Standard linear regression centers on the expectation of variable $Y$ enditional on the values of a set of variables ${ }^{X}$, thus $E(Y \mid X)_{14}^{10}$. This is called the regression function. Since this function focuses on a specific location which is the mean, quantile regression extends this approach to allow the conditional distribution of $Y_{\text {on }} X_{\text {at different }}$ locations to be established ${ }^{15}$. In this regard, quantile regression provides a global view on the interrelations between $Y$ and ${ }^{X}$. Quantile Regression Model equation for the $\tau t h$ quantile is given by,

$$
Q_{\tau}\left(y_{i}\right)=\beta_{0}(\tau)+\beta_{1}(\tau) x_{i 1}+\cdots+\beta_{p}(\tau) x_{i p}
$$

Where p is the number of regressor variables.
The quantile regression model estimates can be obtained by considering the unconditional quantiles as an optimization problem. Like the mean which is obtained as the solution to the problem of minimizing the sum of squared deviations:
$\min _{u \in \square} \sum^{n}\left(y_{i}-\mu\right)^{2}$

The median can be obtained as the solution to the problem of minimizing the sum of absolute deviations: $\min _{\xi \in \square} \sum_{i=1}^{n}\left|y_{i}-\xi\right|$
The $\tau$ th sample quantile $\xi_{\tau}$ can be then obtained as the solution to the problem of minimizing an asymmetric weighted absolute deviations. The optimization

$$
\begin{aligned}
& \text { problem is defined as: } \\
& \min _{y_{i} \in \mathbb{D}} \\
& \left.\left(\sum_{i: y_{i} \geq \xi} \tau\left|y_{i}-\xi\right|+\sum_{i: y_{i}<\xi}(1-\tau)\left|y_{i}-\xi\right|\right)_{4}\right)
\end{aligned}
$$

Equivalent to:

$$
\begin{equation*}
\min _{y_{i} \in \square} \sum_{i=1}^{n} \rho_{\tau}\left(y_{i}-\xi\right) \tag{5}
\end{equation*}
$$

Where $\rho_{\tau}(u)=\tau|u| I(u \geq 0)+(1-\tau)|u| I(u<0)$ is called the pinball loss function ${ }^{16}$. Linear programming methods can then be utilised to obtain quantile regression estimates ${ }^{17}$.

These linear programming methods include the simplex algorithm of Barrodale and Roberts (1973), the Sparse Frisch-Newton algorithm described in Portnoy and Koenker (1997) and the Sparse Frisch-Newton algorithm with pre-processing. The Barrodale and Roberts (1973) simplex algorithm is the default method implemented in the r package called quantreg ${ }^{20}$. The implementation of the simplex method and further developments in linear programming have made quantile regression to better than classical linear regression methods ${ }^{21}$.

## Pairwise Hierarchical Interactions

$y=\beta_{0}+\sum_{l=1}^{L_{i}} \sum_{i=1}^{m} \beta_{i, l,}, i, l+\sum_{1 \leq i<j \leq m} \sum_{l=1}^{L_{i}} \sum_{k=1}^{L_{j}} \theta_{i, j, l, k} X_{i, l} X_{j, k}$.

Now inte $X_{i}$ ition $X_{j}$ etween say two indeper ${ }^{X_{i},{ }_{X}+}$ $y_{\text {rriables }}$ and , occur when the effect $X_{j}$ will vary depending on the level or value of
. Pairwise hierarchical interactions in this study shall be conducted in a manner that satisfies strong hierarchy and then parameter selection is applied via the group-lasso. A model is said to obey strong hierarchy whenever an interaction is estimated to be nonzero and both main effects are included in the model ${ }^{12}$. Weak hierarchy is obtained as long as either of its main effects are present ${ }^{12}$. Interactions amongst variables can play an important role in predicting diseases such as hypertension ${ }^{23}$.
Basically, there are three possible cases of interaction:

- Interaction between two continuous variables.
- Interaction between two categorical variables.
- Interaction between a categorical variable and a continuous variable.


## Inte $Z_{1}$ ction $Z_{2}$ 'tween two continuous variables

Let and be two continuous variables, then the interaction between these continuous variables is $Z_{1: 2}=\left[\begin{array}{ll}1 & Z_{1}\end{array}\right] *\left[\begin{array}{ll}1 & Z_{2}\end{array}\right]$
$=\left[\begin{array}{lll}1 & Z_{1} & Z_{2}\left(Z_{1} * Z_{2}\right)\end{array}\right]$

Inte $X_{1}$ tion $X_{2}$ ween two categorical variables
Let and be two categorical variables, then the interaction between these categorical variables is $X_{1: 2}=\left[\begin{array}{ll}1 & X_{1}\end{array}\right] *\left[\begin{array}{ll}1 & X_{2}\end{array}\right]$
$=\left[\begin{array}{lll}1 & X_{1} & X_{2}\left(X_{1} * X_{2}\right)\end{array}\right]$

Whenever there is an interaction between two categorical variables, interactions are taken at each level of the variable.

Interaction between a categorical variable and a cont $X$ uous variable

L
$Z_{\text {et }}$ be a categorical variable with levels and be a continuous variable, then the interaction between these two variables can result into one of the follo $\mu_{i j}=\mu$ es ${ }^{12}$ :

- $\mu_{i j}=\mu+\theta_{1}^{i}$ lain effects, no in $\left(X_{1}\right.$ acti $\left.Z_{1} \mathrm{~s}\right)$,
- $\mu_{i j}=\mu+\theta_{1}^{i}+\theta_{2} z_{\text {ain effect or }), ~}^{\text {o }}$
- $\mu_{i j}=\mu+\theta_{1}^{i}+\theta_{2} z+\theta_{1: 2}^{i} z$ n effects),
(main effects and interaction).


## Lasso

Lasso defined as the least absolute shrinkage and selection operator has emerged as a critical tool for variable selection. It is quite convenient to apply lasso in estimating the quantile regression models so as to improve the prediction accuracy by eliminating irrelevant variables ${ }^{24}$. The lasso includes an $\ell_{1}$ -penalty term that constraints the minimum size of the estimated model coefficients, forcing the model to have fewer parameters. The lasso coefficient estimates solve the following problem ${ }^{25}$ :
$\underset{\beta}{\operatorname{minimize}} \sum_{i=1}^{n}\left(y_{i}-\beta_{0}-\sum_{j=1}^{p} \beta_{j} x_{i j}\right)^{2}$,
$\sum_{j=1}^{p}\left|\beta_{j}\right| \leq s$ e following function:
$s$

## $s$

where has to be greater than zero. is the tuning parameter that controls the amount of shrinkage.
Group-lasso is an extension of lasso that performs variable selection on non-overlapping groups of variables and sets groups of coefficients to zero ${ }^{26}$.

## Data Analysis

Descriptive statistics were analysed by use of IBM SPSS version 27. Frequencies on demographic and lifestyle characteristics of participants and summary statistics on continuous variables such as SBP, DBP, BMI and age were produced. To explore possible interactions amongst SBP`s and DBP`s risk factors, the Least Absolute Shrinkage and Selection Operator (Lasso) via pairwise hierarchical interactions technique the R packages namely hierNet ${ }^{27}$ and glmnet ${ }^{28}$ were utilised. The classical quantile regression model wasfitted using the quantreg R package ${ }^{20}$.

## Ethical Consideration

The South African National Income Dynamics Survey was conducted after ethical approval was granted by the University of Cape Town, Faculty of Commerce Ethics Committee. Informed consent was also obtained from each study participant.

## Results

This section presents the empirical resultsof the study. These results are presented in form of tables and figures. Also, interpretation of the results is given in this section.
Table 1: Biographical Details

| Characteristic | Category | n | Percentage |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gender | Male | 8616 | $40.7 \%$ |  |  |  |
|  | Female | 12564 | $59.3 \%$ |  |  |  |
|  | African | 16999 | $80.3 \%$ |  |  |  |
|  | Coloured | 2792 | $13.2 \%$ |  |  |  |
|  | Asian/Indian | 338 | $1.6 \%$ |  |  |  |
|  | White |  |  |  | 1051 | $5.0 \%$ |


| Characteristic | Category | n | Percentage |
| :---: | :---: | :---: | :---: |
| Age | $18-29$ years | 7658 | $36.2 \%$ |
|  | $30-39$ years | 4434 | $20.9 \%$ |
|  | $40-49$ years | 3192 | $15.1 \%$ |
|  | 50 and above years | 5896 | $27.8 \%$ |

The study results in Table 1 show that 8616 (40.7\%) of the respondents were males and 12564 (59.3\%) were females. Most of the participants were African and they were 16999 ( $80.3 \%$ ) and the least number of participants were Asian/Indian and they were $338(1.6 \%)$. In regard to the age distribution, 7658 ( $36.2 \%$ ) were between 18-29 years, followed by the 50 years and above age group who were 5896 ( $27.8 \%$ ). The least number of participants by age were 3192 ( $15.1 \%$ ) and they were aged between 40 to 49 years.

## Table 2: Life Style Characteristics

| Life Style Characteristics | Levels | n | Percentage |
| :---: | :---: | :---: | :---: |
| Exercises | Never | 14595 | 68.9\% |
|  | Once or Twice a week | 3861 | 18.2\% |
|  | Three or More times a week | 2724 | 12.9\% |
| Cigarette Consumption | Yes | 4046 | 19.1\% |
|  | No | 17134 | 80.9\% |
| Depression | Rarely or none of the time (Less than 1 day) | 12152 | 57.4\% |
|  | Some or Little of the time (1-2 days) | 6271 | 29.6\% |
|  | Occasionally or All of the time (3-7 days) | 2757 | 13.0\% |
| Systolic Blood Pressure | Normal (Less than 120) | 10988 | 51.9\% |
|  | Pre-Hypertension (120-139) | 6872 | 32.4\% |
|  | High Blood Pressure Stage 1 $(140-159)$ | 2250 | 10.6\% |
|  | High Blood Pressure Stage 2 (160 or higher) | 752 | 3.6\% |
|  | Hypertensive Crisis (Higher than 180) | 318 | 1.5\% |
| Diastolic Blood Pressure | Normal (Less than 80) | 12015 | 56.7\% |
|  | Pre-Hypertension (80-89) | 5400 | 25.5\% |
|  | High Blood Pressure Stage 1 $(90-99)$ | 2577 | 12.2\% |
|  | High Blood Pressure Stage 2 (100 or higher) | 814 | 3.8\% |
|  | Hypertensive Crisis (Higher than 110) | 374 | 1.8\% |


| Life Style Characteristics | Levels | n | Percentage |
| :---: | :---: | :---: | :---: |
| Body Mass <br> Index | Underweight ( $<18.50$ ) | 1311 | 6.2\% |
|  | Healthy (18.50-24.99) | 8608 | 40.6\% |
|  | Overweight (25.00-29.99) | 5100 | 24.1\% |
|  | Obese (30.00-34.99) | 3304 | 15.6\% |
|  | Very Obese (35.00-39.99) | 1709 | 8.1\% |
|  | Morbidly Obese ( $\geq 40.00$ ) | 1148 | 5.4\% |
| Employment Status | Yes | 6772 | 32.0\% |
|  | No | 14408 | 68.0\% |

It is apparent from Table 2 that very few respondents $2724(12.9 \%)$ do exercise regularly, i.e. (three or more times a week). Majority of respondents 14595 ( $68.9 \%$ ) indicated that they do not exercise. A total of 4046 (19.1\%) participants do smoke whilst 17134 (80.9\%) do not smoke.

Respondents were asked to indicate the number of times in a week they are likely to suffer from depression. 12152 (57.4\%) respondents revealed that they rarely suffer from depression and 2757 (13\%) indicated that they are likely to be affected by a depression between 3 to 7 days a week. The study also considered employment status as a possible risk factor of raised blood pressure. It can be seen from the results in Table 4 that $14408(68 \%)$ of the study participants are not employed whilst 6772 ( $32 \%$ ) are employed.
It is indicated in Table 2 that, $3320(15.7 \%)$ of the total respondents had high SBP (more than 140 mmHg ) and 3765 ( $17.8 \%$ ) participants had abnormal DBP (more than 90 mmHg ). Finally yet importantly, $5100(24.1 \%)$ study participants were overweight ( $25-29.9 \mathrm{~kg} / \mathrm{m}^{2}$ ) and $6161(29.1 \%)$ were obese, thus $30 \mathrm{~kg} / \mathrm{m}^{2}$ and above.
Table 3: Summary Statistics of Continuous Variables

|  | SBP (mmHg) | DBP (mmHg) | Age | BMI (kg/m |
| :---: | :---: | :---: | :---: | :---: |
| Mean | 121.85 | 78.99 | 39.56 | 26.95 |
| Median | 119.00 | 77.50 | 35.00 | 25.61 |
| Standard <br> Deviation | 20.06 | 12.30 | 16.75 | 7.05 |
| Minimum | 42.00 | 28.50 | 18 | 11.25 |
| Maximum | 237.50 | 146.00 | 93 | 86.98 |
| Range | 187.50 | 117.50 | 75 | 75.74 |
| Interquartile <br> Range | 24.00 | 16.00 | 27 | 9.65 |

The average age of the respondents was 39.56 years (Table 3). The average BMI for both female and male participants was $26.95 \mathrm{~kg} / \mathrm{m}^{2}$, more than the normal level of between $18.50-24.99 \mathrm{~kg} / \mathrm{m}^{2}$ according to World Health Organization, 2000 classification table. The mean SBP and DBP were 121.85 mmHg and 78.99 mmHg respectively.

## Pairwise Interactions for SBP

This section presents the main effects and interactions retrieved for the SBP model. The analysis was conducted using 8 explanatory variables which consists of 2 continuous and 6 categorical variables. Categorical variables were utilised in the model as per their respective levels using dummy coding. The results obtained illustrate that 14 main effects and 21 interactions were deduced for the SBP model. It is apparent that the model satisfies the concept of strong hierarchy as the main effects of all 21 interactions are present. These results indicate that systolic blood pressure can be predicted by the 14 main effect variables and the 21 interactions detected. Applying the grouplasso technique would be necessary to predict SBP more accurately by eliminating uninformative variables.

## Lasso Model Selection for SBP

Table 4: Coefficient Extraction for SBP Model

| Main Effects | Interactions Detected |
| :--- | :--- |
| Age | BMI * Age |
| Race(Coloured) | BMI * Gender(Male) |
|  | BMI * Cigarette Consumption |
|  | Age * Excercises(Never) |
|  | Gender(Male) * Race(African) |
|  | Race(Coloured) * Cigarette Consumption |
|  | Race(Coloured) * Depression (Some or little of the <br> time) |

Results of the lasso model selection for SBP after fitting 14 main effect variables and 21 interactions are summarised in Table 4. Nine non-zero coefficients representing 2 main effects and 7 interactions were extracted in the sparse matrix, as possible strong predictors of systolic blood pressure.
Figure 1 illustrates the cross-validation curve with dotted lines and error bars. The left vertical line in the plot shows the value at which the minimal mean squared error is achieved and the right vertical line shows the most regularized model whose mean squared error is within 1 standard deviation of the minimum. It is evident from Figure 1 that the errors increase substantially when the number of variables decreases, but they remain constant between 9 to 34 variables.


Figure 1: Cross Validation Plot for SBP Model

These results suggests that the model has optimally chosen 9 variables to be the possible best predictors of SBP, confirming the findings of the sparse matrix represented in Table 5.

Table 5: Classical Quantile Regression Estimates for SBP`s Risk Factors

| $\tau$ | $\mathrm{Q}(0.75)$ | $\mathrm{Q}(0.95)$ |
| :--- | :---: | :---: |
| Age | $0.20^{* * * *}$ | $0.46^{* * *}$ |
| Race(Coloured) | $5.07^{* * *}$ | $7.41^{* * *}$ |
| BMI * Age | $0.01^{* * *}$ | $0.02^{* * *}$ |
| BMI * Gender(Male) | $0.31^{* * *}$ | $0.30^{* * *}$ |
| BMI * Cigarette Consumption | 0.02 | 0.01 |
| Age * Exercises (Never) | $0.03^{* *}$ | $0.09^{* * *}$ |
| Gender(Male) * Race(African) | $4.08^{* * *}$ | $5.07^{* * *}$ |
| Race(Coloured) * Cigarette <br> Consumption | 1.80 | 0.45 |
| Race(Coloured) * Depression (Some <br> or little of the time) | $2.30^{*}$ | 0.08 |
| * $p$ - value < 0.05; ** $p$ - value < $0.01 ; *^{* * *} p$ - value < 0.001 |  |  |

Table 5 presents the upper classical quantile regression estimated coefficients for SBP's risk factors. Only the upper quantiles ( $75 \%$ or $95 \%$ ) were estimated in order to examine how blood pressure risk factors affects individuals most at risk for hypertension. It can he coen fram Table 5 that, in all upper quantiles ( $\tau \in\{0.75,0.95\}$ ), age and race coloured had positive statistically significant effects on SBP. The interactions between BMI and age, BMI and gender male, age and exercises never \& gender male and race African also presented statistically significant relations across all upper quantiles. The interactions
between BMI and cigarette consumption \& race coloured and cigarette consumption did not present statistically significant coefficients for both high quantiles. Interaction between race coloured and depression for some or little of the time presented a significant effect on the $75^{\text {th }}$ quantile and did not present a significant effect on the $95^{\text {th }}$ quantile.
Similarly to SBP, the pairwise interactions for DBP were conducted using 8 explanatory variables which consists of 2 continuous and 6 categorical variables. Categorical variables were also treated in the model as per their respective levels.It can be deducted from the analysis that 15 main effects and 29 interactions obeying strong hierarchy concept were extracted for the SBP model. It is ideal to fit a group-lasso model on the variables extracted so as to eliminate irrelevant variables when predicting SBP.

## Lasso Model Selection for DBP

Table 6: Coefficient Extraction for DBP Model

| Main Effects | Interactions Detected |
| :--- | :--- |
| BMI | BMI * Age |
| Age | BMI * Gender(Male) |
| Race(Coloured) | BMI * Race(Coloured) |
| Excercises(Never) | BMI * Cigarette Consumption |
|  | BMI * Employment Status |
|  | Age * Race(White) |
|  | Gender(Male) * Employment Status |
|  | Excercises(Never) * Cigarette Consumption |

It can be seen from Table 6, that after fitting the group-lasso model, 4 main effects and 8 interactions were extracted from the sparse matrix as possible strong predictors of DBP.


Figure 2: Cross Validation Plot for DBP Model

Figure 1 illustrates that the mean squared errors substantially increase when the number of variables decreases, but they remain constant between 12 to 43 variables. These results implies that the model has optimally chosen 12 variables to be the possible strong predictors of DBP, confirming the findings of the sparse matrix represented in Table 8.

## Table 7: Classical Quantile Regression Estimates for DBP`s Risk Factors

| $\tau$ | $\mathrm{Q}(0.75)$ | $\mathrm{Q}(0.95)$ |
| :--- | :---: | :---: |
| BMI | $0.53^{* * *}$ | $0.50^{* * *}$ |
| Age | $0.29^{* * *}$ | $0.36^{* * *}$ |
| Race(Coloured) | $3.74^{* *}$ | $8.32^{* * *}$ |
| Exercises(Never) | $0.96^{* * *}$ | $1.62^{* *}$ |
| BMI * Age | -0.002 | -0.001 |
| BMI * Gender(Male) | $0.13^{* * *}$ | $0.12^{* * *}$ |
| BMI * Race(Coloured) | -0.03 | -0.19 |
| BMI * Cigarette Consumption | $0.06^{* * *}$ | 0.05 |
| BMI * Employment Status | 0.005 | 0.02 |
| Age * Race(White) | $-0.06^{* * *}$ | $-0.13^{* * *}$ |
| Gender(Male) * Employment Status | $1.38^{* *}$ | 0.34 |
| Exercises(Never) <br> Consumption Cigarette | $1.17^{*}$ | 1.07 |
| * $p$ - value < 0.05; ** $p$ - value $<0.01 ; * * * P$ - value $<0.001$ |  |  |

Table 7 illustrates the upper classical quantile regression estimated coefficients for DBP`s risk factors. BMI, age, race coloured, exercises never, the interaction between BMI and gender male \& age and race white presented statistically significant effects on DBP across all higher quantiles. Interaction effects between BMI and age, BMI and race coloured \& BMI and Employment Status did not present any statistically significant relations with DBP. The interactions between BMI and cigarette consumption, gender male and employment status \&exercises never and cigarette consumption displayed statistically significant association with DBP, only at the $75^{\text {th }}$ quantile.

## Discussion

This study revealed statistically significant risk factors of hypertension based on the classical quantile regression models estimated. Quantile regression was more helpful in this study because it appropriately captured the effects of the observed risk factors on the upper quantiles of both SBP and DBP.
Study results illustrated that age had positive statistically significant estimated coefficients with both SBP and DBP respectively. The magnitude of the association increased from the $75^{\text {th }}$ quantile to the $95^{\text {th }}$ quantile.

These findings suggests that prevalence of hypertension increase with age increase.The combination of BMI and age had positive statistically significant effects with SBP only across the upper quantiles. These results imply that the increase in both BMI and age is likely to influence the occurrence of raised blood pressure. The present findings seem to be consistent with other research which found that hypertension increases with age, possibly because age is mostly associated with structural changes in the arteries and especially with large artery stiffness ${ }^{29}$.
BMI and gender male presented positive significant relations with SBP and DBP on both higher quantiles ( $\tau \in\{0.75,0.95\}$ ). These findings indicate that among males, an increase in BMI is associated with an increase in SBP. BMI presented positive statistically significant impact on DBP only. These findings imply that an increase in BMI is related with the increase in prevalence of elevated blood pressure. These results are consistent with previous studies which suggests that men are likely to be more hypertensive as compared to women ${ }^{9}$ and that BMI is significantly associated with hypertension and individuals who are overweight and obese are at high risk of developing high blood pressure ${ }^{30}$.
Exercises never was found to be positively significant with DBP only on both higher quantiles. This indicates that South African individuals who do not exercise are vulnerable to hypertension. Positive empirical estimated coefficients for the interaction between age and exercises never were statistically significant with only SBP across both quantiles. This finding implies that among South Africans who do not take part in exercises, every additional year of age is associated with an increase in SBP. These results are quite in line with other studies which revealed that the incidences of high blood pressure are most common in individuals with sedentary lifestyle ${ }^{29}$.
Race coloured had a positive impact with both BP measures across all the upper quantiles. These results suggests that the prevalence of raised blood pressure is likely to increase among the coloured people as compared to other racial groups. Also, negative statistically significant effect on DBP only was found on the interaction between age and race white, suggesting that among South Africans who are not white, an increase in age is likely to influence the occurrence of raised blood pressure. In regard to racial differences in hypertension, this finding is coherent with prior studies that blacks do develop hypertension at an earlier age than whites ${ }^{31}$.

Interaction effects on DBP only between gender male and employment status \&exercises never and cigarette consumption were statistically significant on the $75^{\text {th }}$ quantile only. These findings imply that employed males are prone to suffer from high blood pressure possibly due to work pressure and stress. The interaction between exercises never and cigarette consumption suggests that individuals who smoke as well as do not take part in physical exercises are prone to hypertension. In regard to cigarette consumption, these results are similar to past studies which also revealed that cigarette smoking is modestly associated with an increased risk of developing hypertension ${ }^{32}$.
A positive statistically significant interaction effect on SBP between gender male and race African was found across both upper quantiles. This indicates that the occurrence of high blood pressure is likely to increase among African males. A finding noted by other studies that high prevalence of blood pressure is experienced more among black males ${ }^{31}$.
The interaction between race coloured and depression for some or little of the time was found to be positively significant with SBP only for the $75^{\text {th }}$ quantile. This outcome indicates that coloured individuals who sometimes suffer from depression are more likely to suffer from hypertension. Similarly, previous studies have suggested that depression increases the risk of suffering from uncontrolled hypertension ${ }^{33}$.
Other risk factors extracted after fitting the SBP and DBP group-lasso models were not statistically significant after conducting the classical quantile regression models as indicated in Table 6 and 9 respectively. This may be attributed to very few participants with such lifestyle characteristics in this study.

## Conclusion

This study presented an application of the hierarchical group-lasso approach to detect possible interactions between SBP's and DBP's risk factors and perform variable selections whilst obeying the concept of strong hierarchy. Also, classical quantile regression analysis was conducted in order to estimate the influence of potential risk factors on the upper quantiles ( $75 \%$ or $95 \%$ ) of the conditional distribution of hypertension.

The results derived from the group-lasso interaction model were considered to be conclusive given their ability to capture linear and non-linear effects while performing variable selection.

The application of the techniques identified some important variables as risk factors of hypertension in South Africa.The evidence of this study suggests that it is ideal to consider interactions amongst risk factors when modelling hypertension and possibly other diseases instead of only considering main effect variables. Repeated surveys of this nature are ideal to be administered regularly across South Africa so as to continuously monitor and manage the risk factors of hypertension.
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