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This paper addresses the issue of testing mean for a correlated series, preferably in
genomic data. In the proposed method, the order of the autoregressive model in a given
segment, referring to a series, is detected and hence a parametric bootstrap procedure is
applied. However, if the segment of interest is not preselected, we propose using
Maximum Overlap Discrete Wavelet Transform (MODWT) for detecting the change
points of interest. The performance of the method is evaluated and compared with other
conventional method using simulation procedure. The applicability of the method is
demonstrated through a real genomic data.

In the study of time series, it is quite often necessary to detect the change point. For
example, array CGH (Comparative Genomic Hybridization) is a molecular-cytogenetic
method for genomewide screening to detect chromosome gains or losses in the DNA
content (Pinkel and Albertson 2005, Willenbrock and Fridlyand 2005). One of the recent
methods using MODWT (Percival and Walden 2000) can be used to detect change points
in a series (Islam 2008). In order to find the possible points of inteest, we can use R
package Wave CD which is available at CRAN (Islam 2010). The method is incomplete
in the sense that it checks for jumps compared to the previous level. However, in the
aforementioned case, our goal is to test whether the mean of any section is significantly
different from zero.

As the series have correlation among the successive observations, the regular # test is
not applicable. Kim (1996) used likelihood ratio test for testing mean for such a
correlated series. The method of detecting the order of an ARMA process has been
described by McLeod and Zhang (2007). The software is also freely available online. We
adopt this package, namely FitARMA, in finding the structure of the series. Once this is
done, simulation technique can be incorporated to generate a series with the detected
structure. This method is formally called parametric bootstrapping (Davison and Hinkley
1997; Efron and Tibshirani 1993). We generate the series very large number of times
from a mean-zero model and find the number of means more extreme than the observed
one. This simply refers to the p value for the test of mean different from zero. It is
demonstrated through simulation that the power of such test is much higher than the
method with corrected standard deviation. Finally, we apply this method to real
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microarray data to call a chromosomal region as loss or gain region.

Suppose, we have z,, £ = 1, 2, ..., n as the observations along a specific chromosome
arm. The observations in ith region and #th position can be expressed as

zi=pi+e,i=12,.,kandt=1,2,..,n
The error term ¢, follows AR(p) process. That is,
e =P+t +Qe,ta (D
where ¢, 95, ..., g, are autoregressive parameters and ¢, ~ N(0, 0,%).

For simplicity, let us consider that we have only one region and we would like to test
whether the region mean is significantly different from zero. Intuitively, we can think
about correcting the standard deviation in denominator of the ¢ statistic using the
modified formula in a correlated series with autoregressive moving average process of
order p and gq. A t-test procedure that considers corrected variance of Zin an ARMA
(p, q) process would seem to work for such case. Unfortunately, this intuitive method
fails to maintain a standard power of the test, which is described in next section.

To overcome lack of power of the test in such phenomenon, we can resort to
parametric bootstrapping procedure. This simple method can be outlined in the following
few steps:

Step 1: If the regions are defined, find e, =y, — 3,. However, if the regions are not
defined, find the breaks points using MODWT procedure or some other method and
hence find e, =y, —¥;.

Step 2: Select the AR order p from the series obtained in step 1.

Step 3: Estimate the parameters and innovation variance from model selected in step 2.

Step 4: Simulate a mean-zero stationary Gaussian AR(p) time series, say e’, with
parameters ¢ and innovation variance & found in step 3. For null model g =0, and so y
= e. Do the simulation procedure large number of times, say B = 10* times.

Step 5: Find the means for each simulated series in all regions, y j,' " jz' gy Y. j,“where
ii,.' denotes the mean for region i in jth bootstrap sample. The p value for region i is
defined as, p, =#{7ﬁ‘ 2y, }/B.

To evaluate the power of this test procedure, a short simulation study with an AR(1)
process was done. The results are presented in the following table, which has two parts
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corresponding to p1 = 0 and g = 0.5. It is worth mentioning that p = 0 refers to probability
of type-I error and p = 0.5 refers to power against one single point 0.5. The first part of
each column of the table reveals that the conventional method does not perform very well
even for small ¢ values. Hence with the increase of magnitude of ¢, the method becomes
incapable of handling such situation regardless of the series length.

The simulation study, presented in the second part of each column in the table,
suggests that the bootstrapping method works well for testing mean in large series. The
False Positive Rate (FPR), described in Benjamini and Hochberg (1995), is still high for
large ¢ and short series. However, series length refers to the length of a particular
chromosome, which in real CGH data will be moderate to large.

Table 1. Power of the test x = 0 in an AR(p) setting with series length 50 and 100. The first
part of the column for g = 0 and g = 0.5 represents the test with conventional ¢-
test with corrected standard deviation. The second part represents results from
bootstrap approach. Here, the column for p = 0 represents type-1 error and the
test is done at 0.05 level of significance. For all cases, we consider standard
deviation for error term to be 0.2.

Power comparison; n = 50, g, = 0.2 Power comparison; n = 100, g, = 0.2
(0] uw=0 w=05 (0] u=0 w=05
0.0  0.056/0.064 0.942(1.00 0.0  0.055/0.054 0.999]1.00
0.1 0.084/0.064 0.907|1.00 0.1 0.072/0.056 0.995|1.00
0.3 0.118/0.066 0.747|1.00 0.3 0.078]0.064 0.941|1.00
0.5 0.108]0.080 0.519]1.00 0.5 0.079|0.062 0.722/1.00
0.7 0.137|0.118 0.310[0.99 0.7 0.097/0.072 0.396|1.00
0.9  0.236/0.244 0.286/0.75 0.9 0.166/0.134 0.201/0.83

The implementation of the method was performed using a CGH array where 2400
BAC (Bacterial Artificial Chromosome) clones were measured each with three replicates
(Snijders et al. 2001). Measurements for log base 2 intensity ratio are provided and these
are considered as a time series sequence.

Average relative DNA copy number sequences of the three replicates along the
genome is shown in the following Figure. Different change points were detected using
the R package WaveCD. Then the means were tested using the proposed method. If any
region has a real jump significantly away from zero, this is colored as red or green
depending on gain region or loss region respectively. These regions are called abnormal
regions along the chromosomes but the other regions which are colored as yellow or blue
are not detected as abnormal regions. As we can see, the measures are mostly along the
zero line, which indicates that the test sample has the same DNA copy numbers as that of
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reference sample. Overall, the presence of abnormal regions can be observed in several
chromosomes, namely 1, 5, 7, 8, 9, 11, 14, 17, 20 and 23. g
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Figure 1. Application of the proposed bootstrap method to CGH data set from Snijders et
al.’ (2001). Possible break points are detected using R package WaveCD. If the
mean for any segment is significantly different from zero, then this is marked as
red or green depending on whether it is gain or loss region respectively. The
normal regions are colored as yellow and blue. Different chromosomes are
detected to have true gain and loss regions.

If there is only one region presents in the study, the decision about the test can be
done using this obtained p value. However, in an array CGH data there will be several
regions of interest and so the overall decision depends on multiple test method. Having
obtained the p values for all regions using the aforementioned bootstrap procedure, we
can calculate the multiple test values using some standard method. Benjamini and
Hochberg (1995) proposed a method for multiple testing using False Discovery Rate
(FDR). Another more recent approach, called g-value, was proposed by Storey (2002).
However. unlike the number of genes, the number of jump points or the number of
regions will not be even hundreds. So it would be expected that these methods would
produce similar results in this simulation.

We have presented a simple but effective method for calling true gain or loss region
in a CGH array. Although the simulation was done for simple AR(1) process, this can be
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extended to higher order and also pretty many combinations of ¢, o and series length.
The results reveal that this parametric bootstrap approach has much higher power than
the conventional method. Although the performance gets better with the increase of the
size of the series, it is still applicable for short series length. The method is flexible for
jump detection in any time series. To implement this proposed method, the use of
multiple test method is recommended in case of many regions detected using the R
package Wave CD along a chromosome. The R codes for implementing the method
would be available on request.
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