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#### Abstract

Mining sequential patterns has been one of the most useful fields in data mining. For example, one recent application of sequential pattern mining is analyzing logs of activity to predict and recognize activities. This is used for both daily life activities and virtual activities. However, only patterns are not always enough to represent the truly interesting information to the end user, especially when the support threshold is low and the number of frequent patterns is huge. A correlation measure is necessary to decipher the relationship between the logged activities. This data is generally collected as a sequence and there is no widely popular correlation measure for elements in sequential patterns. Therefore, we define Sequential Correlation, a novel correlation measure, for discovering important knowledge in sequential patterns and the corresponding full method, SCMine, to classify patterns based on the measure. We employed the measure to establish either a unidirectional or bidirectional association among the activities within a sequence and subsequently classified the sequences based on order dependency. Moreover, an efficient implementation approach for our measure is also discussed. Our performance study shows that, a significant number of activity patterns can be pruned when degree of order among the activities is important. So, it is also useful for classifying or pruning less significant activity patterns from a vast number of frequent sequential patterns.
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## 1. Introduction

Data mining is a branch of science concerned with extracting information (potentially unknown or intriguing) from massive amounts of unstructured data or the repository [1]. These repositories include relational database, data warehouses, XML repository and such [2]. The main objective of this field of science is to pull out maximum beneficial information and store them in a structure that can be useful in the future [3].
There are several domains such as classification, clustering, regression, pattern mining, association rule mining[6] etc.[4]. Sequential pattern mining is a relatively new field of data mining but the classic data mining domain of frequent itemset mining is similar to sequential pattern mining. "The principal difference between the two lies in the fact that the order of items or data objects is inconsequential in the context of frequent itemset mining." In contrast, sequential pattern mining concerns data sequences in which items are sorted. Sequential pattern mining algorithms are frequently used to discover patterns that can then be used to build recommendation systems and text predictions, increase system usability, and make informed product selection decisions.
With the advent of computerized systems everywhere, terabytes of data are generated every day. Often it is the case that sequential patterns are not enough to depict the type of dependency or association that rests within the data items or objects. The biggest problems being:

- In instances where the minimum support threshold is set at a high level, the patterns extracted tend to reveal the most evident or intuitively expected 'knowledge.
- Conversely, when employing a low support threshold, a substantial volume of patterns typically arises, many of which prove to be redundant, lacking in
informativeness, or constituted by arbitrary combinations of prevalent data objects.

Correlation analysis is a useful technique in these situations. Correlation analysis is the process of determining or quantifying the strength of a link between items, itemsets, or data objects.

In the field of activity recognition and monitoring, discovering order dependencies between different activities help in identifying daily routines and habits of individuals. Understanding these patterns can be crucial for applications in health monitoring, personalized services, and even in marketing.

The lack of widely used or accepted correlation measurements for sequential patterns is the primary driving force for our research. In the field of activity pattern recognition, by using our proposed measure, it can be indicated if two activities are strongly correlated in terms of order. In other words, we can specify if the activities have a dominant order by which they appear in a sequence. Let's consider an example with two common daily activities: "Morning Exercise" and "Breakfast."

Suppose in a dataset of daily activity sequences, we find that "Morning Exercise" is followed by "Breakfast" in $80 \%$ of the instances, while "Breakfast" is followed by "Morning Exercise" in only $20 \%$ of the cases. Both activities occur frequently in the dataset, indicating their importance in daily routines. At first glance, it might seem that these activities do not maintain a specific order. However, a deeper analysis reveals a strong sequential relationship.

When we set a lower support threshold, both sequences ("Morning Exercise" followed by "Breakfast" and vice versa) will appear in the analysis. But examining the relationship between these activities shows that there's a high likelihood (80\%) that "Morning Exercise" will be followed by "Breakfast." This implies that "Breakfast" is typically consumed after "Morning Exercise," but it's less common for individuals to engage in "Morning Exercise" after having "Breakfast.

We must keep track of the sequence in which the activity patterns appeared during mining because we are dealing with sequential patterns. In real-life applications, this can be utilized to predict and recognize different activities, provide personalized fitness advice, identify behavioral patterns. If the sequence is not a critical factor, the activities can be executed in any format without concern for the order. Our objective is to find a correlation measure which measures the strength of order dependency between activities along with the direction of order between them, while considering performance advantages and the overhead for correlation analysis.

This article is an extended version of our previous work [5]. In that work, we had experimented on a small dataset on Daily Activity Log [20] to understand the applications of SCMine for Activity Log correlations. As our measure was able to isolate the inherent dependency between activities in that dataset, in this extended article, we provide real-life applications on activity log analysis, an in-depth discussion with examples of our proposed methodologies along with the necessary concepts, and a set of new extensive experimental discussions on other related datasets to understand the solutions' merits for activity log analysis.

With this work, we have addressed two important domains of data mining such as sequential pattern mining and correlation analysis. Our contributions are as follows:

- Use SCMine algorithm to indicate the strength of relationship among activities in a sequence based on order.
- Subjective evaluation of the SCMine algorithm on different activity log datasets.
- In depth testing on real life physical and virtual activity log datasets to solidify the importance of our proposed measure.
Section 2 contains the background study and existing works related to our domain. Section 3 consists of our proposed solutions to the problems. Section 4 gives a comparative analysis between our solutions and existing solutions, and conclusions are drawn in Section 5.


## 2. Background and Related Works

Multiple classifier systems for human activity detection were compared in [27]. Subsequently, recent advancements on Human activity recognition in artificial intelligence framework were discussed in [19]. The analysis of activity patterns could serve as a valuable, non-intrusive indicator for identifying signs of depression [16]. Similarly, the analysis of sedentary behavior and physical activity patterns in

Chronic Obstructive Pulmonary Disease patients, revealed a strong correlation between high sedentary time and lower physical activity and exercise tolerance [17].
On the other hand, the importance of using sequence alignment in time-use diaries to efficiently analyze daily activity patterns within a set timeline was discussed in [15] and how sequential patterns can be used to analyze weblogs was discussed in [28]. Adedeji et al. discussed how analyzing weblog could help us extract user behavior pattern in [29] and Clustering-Based Pattern Mining (CBPM) uncovers relevant patterns by investigating correlations through clustering methodologies [10]. Inspired from these, we believe our sequential correlation measure can provide the necessary reinforcement that support-confidence framework needs. We intend to apply our measure to identify the sequential dependencies between different activities.

## Sequence and Sequential Database: A sequence is a

collection or list of objects with a certain order[8]. A sequence database contains a list of transactions or sequences with ordered itemsets or events. A sequence $S$ is written as $<e_{1} e_{2} e_{3} \ldots e_{1}>$, where the event $\mathrm{e}_{1}$ happens before event $\mathrm{e}_{2}$, $e_{3}$ and so on. For example, $<a(b c) d>$ is a sequence containing 3 events or itemsets. The brackets signify items which are contained within a single event. The sequence database is denoted as D.

Sequential pattern mining was first cited by Agrawal and Srikant in [12]. equential pattern mining aims to produce all subsequences whose frequency or count in the entire set is equal to or greater than min sup, given a collection of sequences made up of elements and a minimum support threshold, min sup.

PrefixSpan[13] is one of the leading and most popular algorithm for frequent sequence mining. It is an extension of Fp-growth algorithm[7] and uses some concepts from Freespan[14].
In our work, we will first use PrefixSpan to mine all the sequential patterns for a given threshold. Then we will use our SCMine algorithm to calculate the sequential correlation score for these patterns and group the order dependent patterns. This would help us uncover correlation between sequential activity patterns for both physical and virtual activities.

## 3. Proposed Approaches

In this section, we discuss our proposed strategies. In Section 3.1, we explain the terminologies required to explain our concept. Section 3.2 presents our algorithm. Section 3.3 contains a demonstration of the algorithm's use and Section 3.4 contains some possible applications of the algorithm in the field of activity dependency mining.
In this section, we delve into our proposed measure, Sequential Correlation, and provide an in-depth exploration of the entire process. In summary, throughout this chapter, we have accomplished the following:

1. We introduced our novel measure, Sequential Correlation, which plays a key role in assessing order dependency within sequential patterns.
2. We have presented a comprehensive algorithm called SCMine for pattern categorization. We included its pseudocode to facilitate a clear understanding of its functioning.
3. We have explained additional relevant terminology and concepts that are pertinent to the understanding and application of our measure and algorithm.
4. To enhance comprehension, we've offered a practical example that illustrates how Sequential Correlation and the SCMine algorithm can be applied in real-world scenarios.
Together, these components provide a holistic view of our contributions in the realm of sequential pattern analysis and order dependency assessment.

### 3.1 Terminologies

3.1.1 Itemset and Sequence: An itemset is denoted as ( $\mathrm{x}_{1}, \mathrm{x}_{2}$, $\ldots, x_{k}$ ), where $\mathrm{x}_{\mathrm{k}}$ is an item. A sequence is an ordered list of itemsets. A sequence $S$ is denoted by $s_{1} s_{2} \ldots . \mathrm{s}_{1}$, where $\mathrm{s}_{\mathrm{j}}$ is an itemset or an element of the sequence.
3.1.2 Order Dependent Sequences: A sequence in which the elements consistently adhere to a prevailing order of occurrence within the sequential database is formally termed an "order-dependent sequence." In practical terms, if we consider two items or itemsets, A and B , within a sequential dataset, the sequence AB will be classified as orderdependent if the event eA, encompassing $A$, frequently transpires before the event eB , which encompasses $B$. In other words, in most instances where both $A$ and $B$ are present, eA tends to precede eB , signifying an inherent order dependency between the two elements in the sequence.
3.1.3 Order Independent Sequences: An order-independent sequence is a sequence whose elements can appear in any order inside the sequential database. For instance, if there is no dominating order in the events eA , which includes A , and $e B$, which contains $B$, the sequence $A B$ will be order independent. In other words, the frequency of $\mathrm{eA}<\mathrm{eB}$ and $\mathrm{eA}>\mathrm{eB}$ in the dataset is comparable.
3.1.4 Sequential Correlation: The key idea of our measurement, Sequential Correlation, is to calculate the ratio of an observed pattern to its inverse in terms of overall occurrence. Our metric, Sequential Correlation, calculates the ratio between an observed pattern and its inverse about all instances of both patterns combined.
Let $F(A, B)$ be a function that calculates the frequency or overall number of sequences in the dataset where $A$ appeared before B in the order of appearance. A and B in this case, might be either one item or a whole itemset. A series is shown by A, B. So the Sequential Correlation becomes:

SequentialCorrelation, $\operatorname{SC}(A, B)=\frac{F(A, B)-F(B, A)}{F(A, B)+F(B, A)}$
Given that A and B are common items or itemsets, the

Sequential Correlation score will always fall within $[-1,1]$. As depicted in Figure 1, Items with a Sequential Correlation, SC of 0 are independent, whereas those with a SC of 1 have a very high order dependency. We represented the strength of order dependency using a gradient of green in Figure 1. A value of -1 would mean the opposite order is the prevalent one. As our measure disregards null transactions, the score is also null-invariant.


Fig.1. Normalized Sequential Correlation Range
Our measure cannot be equivalent to a certain support threshold because of the following reasons:

- Support represents the frequency of a sequence in terms of total data tuples or transactions. But total transactions have no effect on our score.
- Assuming the total number of transactions are constant, support has only one independent variable - the frequency of a pattern. Our measure has two such variables.
- Crossing a certain minimum support threshold does not guarantee that it will cross our correlation threshold.


### 3.1.5 Sequential Correlation Threshold

Sequential Correlation Threshold denotes the tolerance or benchmark level for order dependency. Setting a high SC.Threshold implies that only patterns displaying strong order dependency are deemed interesting, while a low SC.Threshold allows for patterns or sequences with more flexibility in the ordering of items to be considered

### 3.2 Proposed Algorithm

In this section we define our problem, explain the step by step procedure to calculate our measure and demonstrate an example for easy understanding.

### 3.2.1 Problem Statement

In the context of a sequential database of activities and a collection of frequent sequences determined by a userspecified support threshold, the task at hand involves identifying subsets of sequences characterized as orderdependent and order-independent. This classification is achieved through the application of the Sequential Correlation measure, with the SC.Threshold being a parameter defined by the user.

### 3.2.2 Step By Step Procedure

The SCMine algorithm's workflow requires a prior frequent pattern mining step. It operates under the assumption that an appropriate sequential pattern mining algorithm has been utilized to generate a list of frequent sequential patterns, each accompanied by its corresponding frequency count. Subsequently, SCMine proceeds through the following key steps:

## A) Building Trie From Frequent Patterns:

In this stage, a trie data structure is constructed. Each frequent activity pattern, together with its associated frequency or count, is inserted into the trie. By the end of this step, the trie encapsulates the entire collection of frequent activity patterns.

## B) Calculating Sequential Correlation Score:

At this juncture, the algorithm computes the Sequential Correlation score for each frequent activity pattern using Equation (1). This calculation involves looking up the frequency of the reverse pattern from the trie as well.

## C) Categorizing Patterns:

Following the computation of Sequential Correlation scores for each activity pattern, they can be categorized into either order-dependent or order-independent sequences, contingent upon the SC. Threshold value. If a activity pattern's score surpasses this threshold, it is classified as order-dependent.

These sequential steps within the SCMine algorithm work cohesively to analyze and categorize frequent sequential patterns based on their level of order dependency, making it a valuable tool for pattern analysis and understanding in sequential datasets.

```
Algorithm 1. Calculating sequential correlation
    : procedure SequentialCorrelation(A)
        \(F \leftarrow\) frequency of \(A\)
        \(F^{\prime} \leftarrow\) frequency of \(A^{\prime}\)
        score \(:=\frac{F-F^{\prime}}{F+F^{\prime}}\)
        return score
    pocedure SCMine(List of all frequent patterns, SC.Threshold)
        Trie \(T \Longrightarrow \emptyset\)
        for (all frequent patterns) do
            Insert into \(T\)
        for (all frequent patterns) do
            \(A \leftarrow\) pattern S
            \(A^{\prime} \leftarrow\) reverse of pattern S
            if \(A^{\prime}\) is not frequent
                then \(A\) is an order dependent sequence
            else begin
                    score:= SEQUENTIALCORRELATION(A)
                    if \((\mid\) score \(\mid<\) SC.Threshold \()\)
                    then A and A' are order independent sequences
                    else if (score \(\geq 0\) and \(\mid\) score \(\mid \geq\) SC.Threshold)
                    then \(A\) is an order dependent sequence and dominant in order
                    else
                        \(A^{\prime}\) is an order dependent sequence and dominant in order
        end
    end
```

Algorithm 1: Calculating Sequential Correlation
The algorithm consists of two main procedures: ‘Sequential Correlation`and`SCMine'. The `Sequential Correlation` procedure takes a pattern `A' and calculates its sequential correlation by determining the frequency of 'A' and its reverse ' $\mathrm{A}^{\prime}$ '. It computes a score by subtracting the frequency of ' A ' from the frequency of ' A ' and then dividing the result by the sum of both frequencies. This score is then returned as the output of the procedure.

The second procedure, `SCMine`, operates on a list of all frequent patterns and a threshold value for sequential correlation. It initializes an empty Trie ` $\mathrm{T}^{\prime}$ and inserts all frequent patterns into this Trie. The procedure then iterates over all frequent patterns. If ' A ' ' is not frequent,
then ' A ' is considered an order dependent sequence. If ' A ' ' is frequent, the procedure calculates the sequential correlation score for ' A ' and evaluates it against the threshold. If the absolute value of the score is less than the threshold, then 'A' and 'A' are deemed order independent sequences. If the score is greater than or equal to zero and its absolute value is greater than or equal to the threshold, then ' A ' is an order dependent sequence and the dominant order. Conversely, if the score is less than zero and its absolute value is greater than or equal to the threshold, then ' $A$ ' is the order dependent sequence and the dominant order. The procedure ends after evaluating all patterns.

The algorithm, therefore, systematically evaluates and categorizes the frequent patterns based on their Sequential Correlation scores, ultimately leading to the partitioning of the dataset for further analysis.

### 3.3 Demonstration

We will use a minimized dataset containing 10 distinct activities for demonstration purposes:

| Code | Item |
| :--- | :--- |
| C | Cleaning |
| D | Desk Work |
| E | Eating |
| K | Coffee Break |
| L | Listening to Music |
| M | Meditating |
| P | Play with Kid |
| R | Relaxing |
| S | Socializing |
| U | Unwinding |

For the activities given above, the sequences are:

## Sequences

L M S ER
D U S LE
LMSRE
LESPM
LMSPE
LECSMP
S ERL
LSE
SLER P
SEMRKL

## Single-item Sequences:

- L: 10, S: 10, E: 10, R: 5, M: 5, P: 4, D: 1, K: 1, C: 1, U: 1

If we apply a $20 \%$ minimum support threshold, we get 6 activities: L, S, E, R, M, P

Now, let's calculate sequences prefixed with "S":

## Set of Suffixes with Prefix S in the Dataset:

[ER, LE, RE, PM, PE, MP, ERL, E, LERP, EMRKL]

From this set, we calculate the frequent activities in the projected database:

## E: 8, R: 5, L: 4, P: 4, M: 3

Set of Suffixes with Prefix SE in the Dataset: [R, RL, RP, MRKL]

From this set, we calculate the frequent activities: R: 4, L: 2
Set of Suffixes with Prefix SER in the Dataset: [L, P, KL]
From this set, we calculate the frequent activities: L: 2
Set of Suffixes with Prefix SERL in the Dataset: This set is empty, indicating that this pattern will not get any longer.

This process is applied recursively to generate projected databases for all other frequent prefixes, including $L, E, R$, M , and P . This approach allows us to uncover frequent sequential patterns while considering the minimum support threshold.

Table 1: Sequential patterns with prefix $S$

| Prefix | Projected <br> database(suffix) | Sequential pattern |
| :---: | :---: | :---: |
| < S > | $\begin{aligned} & <\mathrm{ER}>,<\text { LE }>,<\text { RE } \\ & >,<\text { PM }>,<\text { PE }>,< \\ & \text { MP }>,<\text { ERL }>,<\text { E }> \\ & ,<\text { LERP }>,<\text { EMRKL } \end{aligned}$ | $\begin{aligned} & <\mathrm{S}>,<\mathrm{SL}>,< \\ & \mathrm{SE}>,<\mathrm{SR}>,< \\ & \mathrm{SM}>,<\mathrm{SK}>,< \\ & \mathrm{SP}> \end{aligned}$ |
| < SL $>$ | $<\mathrm{E}>,<$ ERP $>$ | < SLE > |
| < SE $>$ | $\begin{aligned} & <\mathrm{R}>,<\mathrm{RL}>,<\mathrm{RP}> \\ & , \\ & <\mathrm{MRKL}> \end{aligned}$ | $\begin{aligned} & <\text { SEL }>,<\text { SER }> \\ & ,<\text { SERL }> \end{aligned}$ |
| < SR > | $\begin{aligned} & \langle\mathrm{E}\rangle,<\mathrm{L}\rangle,<\mathrm{P}\rangle, \\ & <\mathrm{KL}\rangle \end{aligned}$ | < SRL > |
| <SM $>$ | < P > , < RKL $>$ | - |
| $<\mathrm{SK}>$ | $<\mathrm{L}\rangle$ | - |
| < SP > | $<\mathrm{M}>,<\mathrm{E}>$ | - |

We get 31 sequences with 2 activities, 21 sequences with 3 activities, and two sequences with 4 activities, all of these are highlighted in Table 1.

Let's compute Sequential Correlation for different item pairs:
For E-S (E followed by S$): \mathrm{F}(\mathrm{E}-\mathrm{S})=2, \mathrm{~F}(\mathrm{~S}-\mathrm{E})=8$.
Sequential Correlation, $\operatorname{SC}(E-S)=(2-8) /(2+8)=-0.6$.
Since the SC is negative, the dominant sequence is the reverse one (S followed by E). As the value is higher than 0.5 , these two activities exhibit moderate dependency, with the order of dependency being $S=>E$. Hence, $S-E$ is an order-dependent sequence.
Similarly, for $L-R(L$ followed by $R): F(L-R)=2, F(R-L)=2$. Sequential Correlation, SC(L-R) $=(2-2) /(2+2)=0$.

As the SC is 0 , these two activities are completely independent, indicating no specific order. Therefore, L-R and R-L are order-independent sequences or patterns.

For $\mathrm{M}-\mathrm{R}(\mathrm{M}$ followed by R$): \mathrm{F}(\mathrm{M}-\mathrm{R})=2, \mathrm{~F}(\mathrm{R}-\mathrm{M})=0$.

Sequential Correlation, $\mathrm{SC}(\mathrm{M}-\mathrm{R})=(2-0) /(2+0)=1$.
With an SC of 1, these two activities exhibit strong dependency, with the order of dependency being $M=>R$. MR is an order-dependent pattern and the dominant sequence.

Based on the findings from Table 2, several noteworthy observations can be made. For instance, Listening to Music -Eating, Listening to Music -Meditating, and SocializingEating demonstrate high sequential correlation scores, indicating significant sequential dependency. These sequences are considered order-dependent.
Table 2: Sequential Correlations for 2 activity-sequences

| Activity <br> Sequence (A,B) | Fre <br> $\mathbf{( A , B )}$ | Freq( <br> B,A) | Total <br> Freq. | SC( <br> A-B) |
| :--- | :--- | :--- | :--- | :--- |
| Listening to Music <br> - Socializing | 6 | 4 | 10 | 0.2 |
| Listening to Music <br> - Eating | 8 | 2 | 10 | 0.6 |
| Listening to Music <br> - Relaxing | 2 | 2 | 4 | 0 |
| Listening to Music <br> - Meditating | 4 | 0 | 4 | 1 |
| Listening to Music <br> -Play with Kid | 4 | 0 | 4 | 1 |
| Socializing <br> Eating | 8 | 2 | 10 | 0.6 |
| Socializing <br> Relaxing | 5 | 0 | 5 | 1 |
| Socializing <br> Meditating | 3 | 2 | 5 | 0.2 |
| Socializing - Play <br> with Kid | 4 | 0 | 4 | 1 |
| Eating - Relaxing | 4 | 0 | 4 | 1 |
| Eating <br> Meditating | 3 | 2 | 5 | 0.2 |
| Eating - Play with <br> Kid | 3 | 0 | 3 | 1 |
| Relaxing <br> Meditating | 0 | 2 | 2 | -1 |
| Meditating - Play <br> with Kid | 2 | 0 | 2 | 1 |

Conversely, the relatively low sequential score observed for "Socializing" and "Meditating" implies that they lack a wellestablished order dependency. This suggests that the sequence "Socializing" followed by "Meditating" is an example of an order-independent sequence. The overall table thus mirrors a situation commonly encountered in real-life scenarios, where certain activity combinations exhibit a loose or non-deterministic relationship in terms of their order of occurrence.

Similarly, we can calculate Sequential Correlation for sequences with multi-item activity itemsets. Based on the Sequential Correlation, we can classify the sequences based on their Sequential Correlation score. If only the orderdependent patterns are deemed interesting to the end user,
then the set of order-independent patterns can be pruned or removed.

As an illustration, by setting the SC.Threshold at 0.6 , we can categorize two-length patterns into two distinct classes:

Order Independent Patterns: These patterns exhibit a SequentialCorrelation (SC) value less than 0.6.

Order Dependent Patterns: These patterns, on the other hand, demonstrate a SequentialCorrelation (SC) value greater than or equal to 0.6 .

This classification helps discern the degree of order dependency within these patterns, providing valuable insights into their organization and significance.

Table 3: Order Dependent Patterns in Demo Dataset

| Sequence(A,B) | SC(A,B) |
| :--- | :--- |
| Listening to Music - Eating | 0.6 |
| Listening to Music - Meditating | 1 |
| Listening to Music - Play with Kid | 1 |
| Socializing - Eating | 0.6 |
| Socializing - Relaxing | 1 |
| Socializing - Play with Kid | 1 |
| Eating - Relaxing | 1 |
| Eating - Play with Kid | 1 |
| Meditating - Relaxing | 1 |
| Meditating - Play with Kid | 1 |

Table 4: Order Independent patterns in Demo Dataset

| Sequence(A,B) | SC(A,B) |
| :--- | :--- |
| Listening to Music - Relaxing | 0 |
| Listening to Music - Socializing | 0.2 |
| Socializing - Meditating | 0.2 |
| Eating - Meditating | 0.2 |

### 3.4 Application of Correlation between Activities

As our primary objective is to utilize this correlation to mine correlations from activity logs, in this section, we explain some possible applications of this correlation and how it can be useful for real life applications.

### 3.4.1 Wellness Monitoring and Fitness Coaching

Discovering order dependencies helps in identifying daily routines and habits of individuals. Understanding these patterns can be crucial for applications in health monitoring, personalized services, and even in marketing. It can also reveal insights into a person's lifestyle, helping in areas like health advice, fitness coaching, and wellness monitoring.

### 3.4.2 Early Detection of Health Issues

Changes in the regular sequence of daily activities can indicate health issues. For example, a decrease in physical activity might suggest health decline. Similarly, irregularities or significant changes in daily routines can be indicators of
mental health issues like depression or anxiety.

### 3.4.3. Personalization and Recommendation Systems

Context-aware Services: By understanding the typical order of activities, technology can offer more timely and relevant context aware services, such as suggesting a meal after a workout. This can also be used for automating home environments based on predictable sequences of activities (e.g., turning on the coffee machine after a morning workout).

### 3.4.4. Predictive Modeling

With established order dependencies, predictive models can forecast upcoming activities, enabling proactive decisions. Similarly, it can also help identify deviations from the usual sequence of activities can trigger alerts for unusual behavior or emergencies.

### 3.4.5. Time Management and Productivity

Identifying inefficient sequences of activities can lead to recommendations for better time management and help in balancing work-related and leisure activities.

### 3.4.6. Academic and Occupational Research

Understanding the sequence of daily activities contributes to research in areas like psychology, sociology, and humancomputer interaction. It can also help analyze activity sequences in a work context can help in identifying stress patterns and improving workplace ergonomics.

## 4. Experimental Results

To contrast our strategy with the existing strategies, we employed a number of data sets from the UCI Machine Learning Repository [22]. We present the outcomes of four data sets because they are all comparable in terms of their findings. To create a string of characters, the datasets were discretized. The complexity to discretize the dataset was $\mathrm{O}(\mathrm{N})$ where N denotes the total number of elements in the dataset.
This section demonstrates how well our suggested approach, SCMine, performed overall across various real-life data sets related to Activity Mining. SCMine mines sequential patterns and categorizes them as order-dependent or orderindependent. In the first half of this section, we show the connections between the data items discovered using sequential correlation in several datasets with various minimal support levels.

To underscore the significance of Sequential Correlation, we constructed a real-world dataset. This dataset was compiled by recording the purchase histories of 'tech products' from 30 users through a designated website [25]. For this purpose, we designed a website offering a selection of 16 items, and we asked users to sequentially indicate the products they had acquired over the course of the past four years. We meticulously logged each sequence of items, with each sequence serving as a representation of an individual customer's purchase history. It is worth noting that, for the
sake of simplicity, we employed individual items as the fundamental building blocks of these sequences, foregoing the use of item sets.

After validating our theory in this dataset, we experimented with other large real-life datasets available publicly. According to the best of our knowledge, none of the currently available algorithms measures this correlation, so we compare it to the most widely used Sequential pattern mining algorithm - Prefix Span. We analyze the time overhead and memory overhead of running SCMine in comparison to Prefix Span at the end of the chapter.

### 4.1 Environment Setup for Experiment

We tested on a machine with a 1.70 GHz Intel Core i5 CPU and 6 GB of RAM running the Windows 10 operating system. The UCI Machine Learning Repository provided all the real-world datasets we utilized for this experiment. However, some of them needed to be preprocessed to meet our criteria for ordered sequence. We used real-life datasets only because they help us realize whether our Sequential Correlation is actually effective or not. We compare the efficiency of our algorithm SCMine with Prefix Span, both of which were Java implementations. The Prefix Span [2] algorithm implementation from spmf [23] was used directly for comparison, and the SCMine algorithm was built on top of $i t$.

We don't consider the single-itemset sequences for performance measures because we need at least two itemsets to consider the correlation between them. To better highlight the benefits of SCMine and the value of Sequential Correlation, we additionally attempt to normalize the comparisons.

### 4.2 Performance Metrics

Various performance metrics have been taken into account to assess the effectiveness of SCMine. The performance metrics used for the comparison of our algorithm with Prefix Span are shortly described below:
A. Number of Order-dependent Patterns: Number of patterns varies with varying minimum support threshold value. With the increase of min_sup value, the number of patterns tends to decrease. Suitable min_sup threshold ranges are used in each database to observe the performance over the number of patterns more clearly.
B. Runtime Analysis: With varying minimum support threshold value, runtime will also vary. With the decrease of min_sup, more patterns will be generated, and it will take more time to run for generating more patterns. Suitable ranges for min_sup are applied for each dataset, and runtimes are shown in seconds.
C. Memory Consumption: To measure the performance over memory usage, we have used the maximum memory used by both Prefix Span and SCMine and then compared them to each other. While running any of the algorithms, we keep the value of maximum memory usage and keep on updating it if more than that value is used at any instance.

Usually, memory consumption depends on the number of patterns generated.

### 4.3 Performance Analysis

In this section, we analyze the performance of our measure across different datasets in terms of the three metrics mentioned above. We used two datasets on "Daily Activity" to understand the results in the context of daily human activity and then we used two datasets on "Online Click Log Activity" to understand our measure's usefulness in virtual activity monitoring.

### 4.3.1 Number of Order-dependent Patterns

Only obvious patterns appear when the minimum support threshold is high, but there are too many patterns when it is low. With the help of our Sequential Correlation, we can divide the patterns into those with a high order dependency and those without. The proportion of patterns that are categorized as Order dependent patterns increase when the SC. Threshold is lowered. These are demonstrated by the outcomes displayed below from several real-life datasets.

## Dataset 1: Body Sensor Data

Seven individuals with similar physical attributes collected accelerometer, device orientation, and GPS sensor data and labeled this data simultaneously. The data was collected using a smart-phone (sensor recording) and smart-watch (manually labeling), as outlined in reference [26]. As there were 47 unique activities, this data is helpful to visualize the dependency between different activities. When we generated a sequential database by processing this data, we had 1439 activities of 47 types. We created 74 sequences by compiling all activities done in sequence in a particular day by an individual. The average number of activities per sequence is 19.43. This indicates that on average, each subject performed around 19 activities per day. The average frequency of an activity across the entire dataset is approximately 30.60 . This means that, on average, each unique activity occurs about 31 times in the dataset. For an easy visualization of the type of tasks we used, we have added a histogram to plot the top 20 tasks in terms of frequency. Some of the most interesting frequent sequences were grooming before socializing and relaxing before meal preparation. In almost all occurrences of these pairs, they followed this sequence, which meant they have sequential dependency.


Fig. 2. Order Dependent Patterns in Body Sensor Dataset

## Dataset 2: Activities of Daily Living (ADL)

This dataset is also comprised of the Activities of Daily Living performed by users daily in their own homes [20]. We used the daily activity logs of each day to generate one sequence.

This dataset was helpful in validating the usefulness of our correlation measure in real life, like the previous one. We could anticipate the relationship between the objects because the items were actual daily life events like showering, grooming, and sleeping. As anticipated, most sequences within this dataset exhibited order-dependent characteristics, with only a limited number displaying order-independent attributes. Some people, for example, shower before grooming, while others groom first. Almost no one watches TV shortly after waking up from a nap, but most people do so before bed.

In our experiments on the dataset, we systematically adjusted the minimum support thresholds and varied the SC. Threshold parameter to effectively illustrate the impact of SC. Threshold. As depicted in Figure 3, even when SC. Threshold was set to 0.5 , nearly $90 \%$ of the sequences exhibited order-dependent characteristics.

## Dataset 3: MSNBC

To ensure the validity of our work in online activity, we applied our algorithm on weblog data. The data was extracted from the logs of msnbc.com and the news-related segments of msn.com, specifically on September 28, 1999, as documented in reference [22]. Each sequence within the dataset represents the sequence in which a user visited various categories on that particular day. While the original dataset encompassed 989,818 sequences, we opted to retain only the 31,790 sequences by removing the shortest ones. This dataset is relevant because this is a large dataset and allows us to analyze the browsing activity pattern.

With SC. Threshold established at 0.1 , it was noted that over $40 \%$ of the patterns were categorized as order-dependent across various minimum support thresholds. However, this proportion declined to less than $30 \%$ when SC. Threshold was set at 0.3 or higher, as illustrated in Figure 4.


Fig. 4. Order Dependent Patterns in MSNBC Dataset
This dataset was used to analyze the usefulness of our Sequential Correlation in web log analysis and to measure the order dependency between different categories. At different minimum SC. Thresholds, we could see the majority of the patterns were order independent, which is normal for web browsing scenarios. The patterns which were order dependent were mostly closely related topics.

Similar findings were observed in the Fifa dataset which comprises clickstream data, as detailed in [9].

## Dataset 4: UK Retail

This is a transactional dataset containing all the transactions occurring between December 1, 2010, and December 09, 2011, for a UK-based online retail store [21]. The company mainly sold unique all-occasion gifts. We pre-processed this dataset to create sequences where each sequence represented the purchase history of a customer, and each item represented a real item from the shop. We had 4069 distinct items

Fig. 3. Order Dependent Patterns in ADL Dataset


Fig. 5. Order Dependent Patterns in UKRetail Dataset
The advantage of using this dataset was to verify the universality of our dataset across different domains - as like activity $\log$ data, this dataset doesn't have many order dependent pairs. We could observe what the correlations actually meant, and as expected in a retail scenario, few items had strong order dependency while most items didn't follow any particular order. At a $1 \%$ minimum support threshold, 102,927 frequent patterns were generated, where 101,359 patterns contained more than one item. When the SC. Threshold was set to $0.1 ; 50,419$ of these patterns were found to be order-dependent, while the rest were orderindependent.

### 4.3.2 Runtime Analysis

To enhance performance, we employed a trie-based approach for computing Sequential Correlation. In this method, the frequency of each shared sequential pattern was stored within a trie data structure. Notably, the computation of Sequential Correlation can be accomplished in constant time, denoted as $\mathrm{O}(1)$, while the time required for looking up the frequency of an N -length sequence is proportional to the length of the sequence itself, denoted as $\mathrm{O}(\mathrm{N})$.
Since we perform Sequential Correlation mining after extracting frequent patterns using Prefix Span, we can gauge the overhead of our algorithm by comparing our runtimes with those obtained when running only Prefix Span. We present the runtime escalation across various datasets and minimum support thresholds since both of these factors influence the runtime.

To measure the time complexity of SCMine, we experimented using all the aforementioned datasets, which yielded similar results, so we present the results found in MSNBC, as this is the largest datasets. These observations are reflected in Figure 6.


Fig. 6. Runtime comparison in MSNBC Dataset

### 4.3.3 Memory Analysis

As SCMine algorithm is applied after patterns are mined using Prefix Span, we measure the memory used when only Prefix Span is run and memory consumed when SCMine is run after Prefix Span to understand the memory overhead caused by SCMine. SCMine's memory overhead is mainly for the Trie structure, which stores the frequency of the common patterns. Consequently, as the count of common patterns expands, the corresponding memory demand also increases, leading to higher memory overhead as the minimum support threshold decreases. The extent of this memory overhead is contingent upon two key variables: the quantity of frequent patterns generated and the average length of those frequent patterns. Consequently, the specific memory overhead will fluctuate contingent on the dataset's inherent attributes and the chosen minimum support threshold.
Hence, we did a comprehensive comparison of results across datasets of varying characteristics, all assessed at different minimum support thresholds. Furthermore, we delve into an examination of the connection between the quantity of frequent patterns and the associated memory overhead across distinct datasets, further substantiating that our algorithm operates effectively with minimal memory overhead in all scenarios.
We ran our SCMine algorithm on the MSNBC dataset as it is a comparatively sparse dataset with only 4,118 frequent patterns at a $3 \%$ minimum support threshold. So we experimented at very low support thresholds because the memory overhead will not be significant unless a huge number of patterns are generated.
At a $0.6 \%$ minimum support threshold, PrefixSpan generates $1,70,819$ frequent patterns and in this case, there is around $1.93 \%$ memory overhead caused by SCMine. When we increase the support threshold, the number of patterns decreases, and consequently the memory overhead decreases. The memory overhead is quite insignificant at a $0.9 \%$ minimum support threshold, as then the overhead is around $0.13 \%$. Figure 7 represents this analysis.


Fig. 7. Increase in Memory usage in MSNBC Dataset

## Memory Usage Comparison across Different Datasets

As the ADL datasets are comparatively small, it is hard to extract any performance metric from them. Therefore, we compare the memory overhead in the datasets MSNBC, UKRetail, and Fifa to better understand how the nature of the dataset affects the memory overhead generated by SCMine, as depicted in Figure 8. We evaluate the correlation between the quantity of patterns produced and memory use across various datasets. Because longer patterns take up more space, their length causes this variation. The number of separate entries was an additional factor because the wider the tree, the fewer common prefixes there will be.


Fig.8. Memory Usage Comparison across Different Datasets

## 5. Conclusion

The question of how to discover truly useful patterns among the plethora of useless information has attracted substantial attention from researchers. We focused on combining the domains of Sequential pattern mining and correlation analysis for the field of Activity Log in our work. The research work as presented in this article is summarized in this section.

In this study, we have first tried to explore the preliminary literature that is required for a proper understanding of the field we had aimed to work on. With the help of numerous datasets and performance measures, we examined the
effectiveness and workability of our approach for mining order dependency between activities. Below is a summary of our contributions:

- Our measure, Sequential Correlation, scrutinizes sequential patterns by evaluating their dependency on the order of activities.
- Large datasets from public online repositories related to physical and virtual activities were used to test performance, scalability, and efficiency.
- According to the performance analysis, our approach is deemed satisfactory as it effectively reduces the multitude of frequent patterns to a more manageable set of intriguing patterns, as determined by the selected SC. Threshold.
- Overhead in terms of time is negligible concerning the time consumed by the pattern mining step. Memory consumption remains comfortably within an acceptable threshold, primarily due to the utilization of a trie, a prefixbased data structure, in our approach.
- Our measure Sequential Correlation can be used for various real-life applications such as finding commercially useful information or studying personnel behavior, along with many other applications in the field of activity recognition etc.

Nevertheless, there is room for further refinement in pursuit of optimizing performance. Optimization techniques can be applied to reduce the time overhead as the number of patterns grows and Correlation among multi-activity combinations can be integrated into our score. The method holds potential for expanding its analysis to encompass the surrounding context of activities, including factors like the involvement of others or the specific setting. However, incorporating these aspects would necessitate the acquisition of additional metadata. Additionally, this methodology encourages the development of comprehensive theories addressing the overall determinants of daily behavior, rather than focusing solely on individual activities.
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