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Abstract 
A robust weighted maximum likelihood (WML) estimation approach is proposed for the Weibull model in the presence of outliers. 
Extensive simulation studies are conducted to examine the performance of the proposed approach and simulated results reveals that the 
WML approach provides better results compared to the usual maximum likelihood (ML) approach in the presence of outliers. 
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I. Introduction 

When an experiment is conducted, there is always a chance 
of occurring outlying observation in the data set. An 
outlying observation or outlier is an observation that is 
markedly different from the bulk of the observations. It may 
arise because of generating from different mechanisms or 
assumptions1. In statistical literature, it is well established 
that the usual maximum likelihood (ML) estimation 
approach does not provide consistent as well as efficient 
estimators for the parameters of interest in the presence of 
outliers. Ejaz et al.2 indicated this problem of estimating the 
parameter of exponential model when a portion of 
observations are outlier.  To overcome this problem, they 
suggested using the robust weighted maximum likelihood 
(WML) approach to estimate the parameters of the model. 
Note that WML approach is the generalization of ML 
approach where weights are estimated using the data as 
proposed by Tibshirani and Hastie3, Staniswalis4, Fan et al.5, 
Hu6, Hu and Zidek7, Hu and Zidek8. The weighted 
likelihood theory can also be used as a simple alternative to 
the empirical Bayesian approach for many complex 
problems. The main advantage of this principle is that it 
enables a bias-precision trade of to be made without relying 
on a Bayesian approach. 

The Weibull distribution is widely used model in both 
industrial and biomedical applications. This distribution 
appears to be the most appropriate choice in describing the 
lifetimes. In the presence of outliers in the data, the 
traditional maximum likelihood estimation approach does 
not provide reliable estimators for the scale and shape 
parameters involved in the Weibull distribution.  To handle 
the outliers, Bayesian approaches were proposed by 
Liangappaiah9 and Dixit10. He and Fung11 proposed the 
method of median for the robust estimation of Weibull 
distribution. Boudt et al.12 proposed three robust and explicit 
Weibull parameter estimators. These are the quantile least 
squares, the repeated median and the median/ܳ. In this 
paper, we apply the WML approach to the Weibull model 
for the robust estimation of shape and scale parameters 
when the data set is contaminated with outliers.  This is 
done by assigning zero weights to the observations with 
small likelihoods. Extensive simulation studies are 
conducted to examine the performance of the WML 
approach and results are compared with the results obtained 

from ML approach. The paper is organized as follows. 
Section 2 describes the WML approach and Weibull model. 
In Section 3, we describe how we conduct the simulation 
study. The simulation results are also discussed in the same 
section. An example is given in Section 4. We conclude the 
paper in Section 5. 

II. The WML Approach and Weibull Model 

Let ݂ሺݔ,  ሻ be the probability distribution function for aߠ
random variable X, where ߠ be the vector of parameters. 
Under the WML approach the weighted likelihood for a 
random sample of size ݊ can be written as  כܮሺߠሻ ൌ
∏ ݂ఋሺݔ, ሻߠ

ୀଵ , where ߜ indicates whether observation ݔ is 
an outlying observation or not. Note that ߜ takes value 1 if 
the observation is not an outlying observation, otherwise it 
takes value 0. This likelihood function reduces to the usual 
likelihood function ܮሺߠሻ if ߜ ൌ 1,   be the usualߠ Let .݅ 
maximum likelihood estimator (MLE) of ߠ obtained 
from ܮሺߠሻ. Ejaz et al.3 proposed to define ߜ as 

ߜ ൌ ൜1          ݂݅ ݂൫ݔ, ൯ߠ  ݇
݁ݏ݅ݓݎ݄݁ݐ                ,0

, 

which is based on the robust estimation theory and 
maximum likelihood estimation method to reject the 
outlying observation. The choice of tuning constant ݇ 
depends on the form of the probability distribution function 
݂ሺݔ,  an ,ߠ ሻ. For an exponential distribution with meanߠ
observation is an outlier if ߠିଵ exp൫െߠିଵݔ൯ ൏ ݇, i.e. 
ݔ  െߠ݈݊ሺ߬ሻ, where ߬ ൌ  . Ejaz et al.3 obtained the valueߠ݇
of ݇ as follows. The largest observation in the dataset is 
considered as an outlier with a pre-assigned small 
probability ߙ. That is, 

ߙ ൌ .ݎܲ ൫max ܺ  െߠ݈݊ሺ߬ሻ൯  ൎ 1 െ ∏ .ݎܲ ൫ ܺ 
ୀଵ

െ݈݊ߠሺ߬ሻ൯ ൌ 1 െ ሾ1 െ ߬ሿ. 

Therefore, ߬ ൌ 1 െ ሺ1 െ ሻߙ
భ
 ൎ ఈ


. That is, ݇ ൌ  .ሻିଵߠ ሺ݊ߙ

Note that the choice of value for ߙ is completely user-
dependent and it can be treated as the desired level of 
robustness. 

The Weibull distribution is the most commonly used model 
in reliability and life testing analysis. In this paper, we 
consider the WML approach for the robust estimation of 
shape and scale parameters of Weibull distribution when the 
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data set is contaminated with outliers. The probability 
density function of Weibull distribution is given by 

݂ሺݔ, ሻߠ ൌ ఉ
ఒ

ቀ௫
ఒ
ቁ

ఉିଵ
ݔ݁ ൜െ ቀ௫

ఒ
ቁ

ఉ
ൠ , ݔ  0, ,ߚ ߣ  0; ߠ  ൌ ሺߚ,  ,/ሻߣ

where ߚ and ߣ are shape and scale parameters, respectively.  
Note that the Weibull distribution reduces to the exponential 
distribution when shape parameter ߚ ൌ 1.  Regarding the 
robust estimation for Weibull distribution, following 
exponential distribution, we modify the tuning constant ݇ by 
replacing ߠ with MLE of mean of Weibull distribution. 
Thus, one may obtain ݇ ൌ መߣ ሺ݊ߙ כ Γሺ1  ሺ1/ߚመሻሻሻିଵ, where 
መߚ መ andߣ  are the usual MLEs.   

Let ߠכ ൌ ൫ߚመכ, /൯כመߣ
 be the weighted maximum likelihood 

estimator (WMLE) of ߠ obtained from using the weighted 
likelihood function כܮሺߠሻ.  To obtain this WMLE, one may 
need to solve the estimating equation ܷ൫ߠכ൯ ൌ 0, where 
ܷሺߠሻ is the score function defined as 

 ܷሺߠሻ ൌ ቂ డ
డ ఉ

,ሻߠሺכ݈ డ
డ ఒ

ሻ ቃߠሺכ݈
/

ൌ ሾ ଵܷሺߠሻ, ܷଶሺߠሻሿ/ 
with  

ሻߠሺכ݈    ൌ ሻߠሺכܮ݈݊ ൌ  , ݔ ݈݂݊ሺߜ ሻߠ


ୀଵ

 

=∑  ߜ

ୀଵ ߚ݈݊  െ ߚ ∑  ߜ


ୀଵ ln ߣ   ሺߚ െ

1ሻ ∑  – ଵݔ݈݊ ߜ
ఒഁ ∑  ݔ ߜ

ఉ 
ୀଵ


ୀଵ . 

Therefore, ଵܷሺߠሻ ൌ  ଵ
ఉ

∑  ߜ
୬
୧ୀଵ – ∑  ߜ


ୀଵ  ߣ݈݊

 ∑ – ݔ݈݊  ߜ  ∑    ቀ ௫ߜ
ఒ

 ቁ
ఉ

݈݊ ቀ ௫ 
ఒ

 ቁ
ୀଵ


ୀଵ  and 

ܷଶሺߠሻ ൌ െ ఉ
ఒ

 ∑  ߜ ఉ
ఒഁశభ ∑  ݔ ߜ

ఉ
ୀଵ


ୀଵ . 

To solve the estimating equation for ߠכ, one may use the 
Newton-Raphson iterative procedure. The estimator 
obtained at the ݉௧iteration is given by 

ሺሻכߠ
ൌ ሺିଵሻכߠ

 ሻିଵߠሺכܫ
ఏୀఏכሺషభሻ ൈ 

 ଵܷ ሺߠሻ
ଶܷ ሺߠሻ൨

ఏୀఏכሺషభሻ
 ; ݉ ൌ 1,2,3, . .. , 

where  כܫሺߠሻ is a 2 ൈ 2 matrix  with 

ଵଵܫ 
ሻߠሺכ ൌ െ డ

డఉ ଵܷ ሺߠሻ , ܫଶଶ
ሻߠሺכ ൌ െ డ

డఒ
ܷଶ ሺߠሻ, and 

ଵଶܫ
ሻߠሺכ ൌ െ డ

డఒ ଵܷ ሺߠሻ ൌ െ డ
డఉ ଶܷ ሺߠሻ ൌ ଶଵܫ

 ሻ. Theseߠሺכ
components for Weibull distribution under WML approach are 

ଵଵܫ
ሻߠሺכ ൌ ଵ

ఉమ ∑  ߜ
୬
୧ୀଵ  ∑   ቀ ௫ߜ

ఒ
 ቁ

ఉ
ሼ݈݊ ቀ ௫ 

ఒ
 ቁሽଶ

ୀଵ  , 

ଵଶܫ
ሻߠሺכ ൌ ଶଵܫ

ሻߠሺכ ൌ

ଵ
ఒ

∑  ߜ
୬
୧ୀଵ െ ଵ

ఒ
∑   ቀ ௫ߜ

ఒ
 ቁ

ఉ
െ

ୀଵ
ఉ
ఒ

∑   ቀ ௫ߜ
ఒ

 ቁ
ఉ


ୀଵ ݈݊ ቀ ௫ 

ఒ
 ቁ , 

and ܫଶଶ
ሻߠሺכ ൌ െ ఉ

ఒమ ∑  ߜ
୬
୧ୀଵ െ ሺߚ  1ሻ ∑   ቀ ௫ߜ

ఒ
 ቁ

ఉ

ୀଵ ൨. 

Asymptotic properties of weighted maximum likelihood 
estimators are discussed by Wang et al.13. They established 
that under some appropriate conditions the WMLE is 
weakly consistent and follows a normal distribution for 
large sample. 

III. Simulation Study 

Simulation studies have been conducted to examine the 
performance of WML approach in the presence of outliers 
in the data set. The performance is examined by comparing 
the bias and risk of the WMLEs with those of MLEs 
obtained from 5000 replicates in a simulation study. For this 
purpose, we compute simulated mean (SM) and simulated 
variance (SV) for the parameter of interest and compute the 
bias and risk as Bias=SM-True parameter value and 
Risk=SV+Bias2, respectively. We use different sample sizes 
for the simulation study such as ݊ ൌ 50, 100, ܽ݊݀ 200. But, 
we only report the results obtained from ݊ ൌ 100. For the 
robust estimation, we consider a = 0.01, 0.03, 0.05, 0.07, 
0.09.  

In this paper, we use the WML approach for the robust 
estimation of parameters of the Weibull distribution in the 
presence of outliers. Since the mean of the Weibull 
distribution is ߣΓሺ1  ଵ

ஒ
ሻ, the outlier may arise in the data 

through the scale parameter ߣ as well as through the shape 
parameter ߚ. We consider both cases in our simulation 
studies. To generate the outlying observations in a data set, 
one may use the obstructing distribution defined as 

ሻݔሺܩ ൌ ሺ1 െ ,ݔሺܨሻߝ ሻߠ  ,ݔሺܨߝ ;ଵሻߠ ߠ  ്  ,ଵߠ

where ܨ is the cumulative distribution function associated 
with the probability distribution function of interest ݂ and ߝ 
is the percentage of outliers in the data set. In our simulation 
study, we consider different values for ߝ such as ߝ ൌ
0.01, 0.03, 0.05, 0.07, ܽ݊݀ 0.09. Note that ߠ is the true 
parameter to be estimated and outliers arise using the 
parameter ߠଵ. 

Outlier through Scale Parameter 

Recall that ߠ ൌ ሺߚ,  ሻ/ denotes the vector of parameters forߣ
Weibull distribution. Keeping shape parameter ߚ fixed, we 
define ߠଵ ൌ ሺߚ, ሺ1ߣ  Δሻሻ/, Δ  0 to generate the outliers in 
the data set using ܩሺݔሻ,  where  

ሻݔሺܩ ൌ 1 െ exp ൜െ ቀ௫
ఒ
ቁ

ఉ
ൠ െ ߝ exp ൜െ ቀ ௫

ఒሺଵା∆ሻ
ቁ

ఉ
ൠ െ

exp ൜െ ቀ௫
ఒ
ቁ

ఉ
ൠ൨ . 

We use different values for Δ in our simulation studies, but 
we report results only for Δ ൌ 1. The biases and risks 
obtained under this set up are given in Table 1. 
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Table 1. Bias and Risk for shape and scale parameters of Weibull distribution obtained from a contaminated 
(contamination through scale parameter) sample of  size n = 100, ࢼ ൌ , ઢ=1 [Risks are given in parentheses] 

 0.09= ߝ 0.07= ߝ 0.05= ߝ 0.03= ߝ 0.01=ߝ 

Parameters shape scale Shape scale shape scale shape scale Shape scale 
ML 

Approach 
.0094 

(.0065) 
.0204 

(.0446) 
.0027 

(.0065) 
.0533 

(.0486) 
.0036 

(.0065) 
.0868 

(.0549) 
.0096 

(.0066) 
.1207 

(.0637) 
.0148 

(.0067) 
.1546 

(.0747) 
α =.01 .0103 

(.0066) 
.0197 

(.0447) 
.0042 

(.0066) 
.0522 

(.0486) 
.0018 

(.0066) 
.0852 

(.0546) 
.0074 

(.0067) 
.1185 

(.0631) 
.0121 

(.0067) 
.1517 

(.0738) 
α =.03 .0117 

(.0068) 
.0182 

(.0447) 
.0061 

(.0068) 
.0499 

(.0485) 
.0005 

(.0067) 
.0824 

(.0544) 
.0049 

(.0068) 
.1156 

(.0626) 
.0094 

(.0068) 
.1485 

(.0729) 
α =.05 .0129 

(.0068) 
.0166 

(.0447) 
.0078 

(.0068) 
.0478 

(.0484) 
.0025 

(.0068) 
.0799 

(.0541) 
.0026 

(.0068) 
.1125 

(.0620) 
.0069 

(.0068) 
.1451 

(.0720) 
α =.07 .0142 

(.0069) 
.0151 

(.0448) 
.0090 

(.0069) 
.0461 

(.0483) 
.0041 

(.0068) 
.0776 

(.0538) 
.0009 

(.0068) 
.1101 

(.0616) 
.0051 

(.0068) 
.1422 

(.0713) 
α =.09 .0154 

(.0069) 
.0134 

(.0445) 
.0103 

(.0069) 
.0443 

(.0482) 
.0056 

(.0068) 
.0753 

(.0534) 
.0007 

(.0068) 
.1075 

(.0611) 
.0035 

(.0068) 
.1397 

(.0707) 
 

It is clear from Table 1 that the ML approach provides better 
results for the shape parameter in term of bias compared to 
the WML approach if the percentage of outliers in the data 
set is smaller, say ߝ ൌ 0.01, 0.03, 0.05. For example, when 
ߝ ൌ 0.01 and ߙ ൌ 0.05, biases are 0.0094 and 0.0129 with 
risks 0.0065 and 0.0068 under the ML and WML 
approaches, respectively. For large values of ߝ, say ߝ ൌ
0.07, 0.09,  for the shape parameter, the WML approach 
performs better than the ML approach in term of bias. For 
example, for ߝ ൌ 0.07 and ߙ ൌ 0.05, biases are 0.0096 and 
0.0026 with risks 0.0066 and 0.0068 under the ML and 
WML approaches, respectively. The WML approach 
estimates the scale parameter with smaller biases regardless 
of values for ߝ. For example, when ߝ ൌ 0.05 and ߙ ൌ 0.07, 
biases for scale parameter are 0.0868 and 0.0776 with risks 
0.0549 and 0.0538 under the ML and WML approaches, 

respectively. It is apparent from the above table that in most 
of the cases, bias decreases as the level of robustness, ߙ, 
increases.   

Outlier through Shape Parameter 

To generate outliers through only shape parameter, keeping 
the scale parameter fixed, we choose ߠଵ ൌ ሺߚሺ1 െ
Δሻ, ,/ሻߣ 0 ൏ Δ ൏ 1 and thus get the ܩሺݔሻ given by  

ሻݔሺܩ ൌ 1 െ exp ൜െ ቀ௫
ఒ
ቁ

ఉ
ൠ െ ߝ exp ൜െ ቀ௫

ఒ
ቁ

ఉሺଵି∆ሻ
ൠ െ

exp ൜െ ቀ௫
ఒ
ቁ

ఉ
ൠ൨ . 

We generated data using ܩሺݔሻ for different values of Δ, but 
in this paper we report the results in Table 2 obtained from 
Δ ൌ 0.75. 

Table 2. Bias and Risk for shape and scale parameters of Weibull distribution obtained from a contaminated 
(contamination through shape parameter) sample of size n = 100, ࣅ ൌ , ∆=0.75 [Risks are given in parentheses] 

 0.09=ߝ 0.07=ߝ 0.05=ߝ 0.03=ߝ 0.01=ߝ 

Parameters shape scale shape Scale shape scale shape scale shape scale 

ML Approach .1016 
(.0754) 

.0110 
(.0143) 

.2988 
(.1805) 

.0313 
(.0211) 

.4506 
(.2954) 

.0509 
(.0281) 

.5719 
(.4105) 

.0099 
(.0358) 

.6668 
(.5161) 

.0858 
(.0429) 

α =.01 .0167 
(.0281) 

.0071 
(.0113) 

.1212 
(.0489) 

.0145 
(.0131) 

.2296 
(.0915) 

.0171 
(.0156) 

.3368 
(.1562) 

.0151 
(.0184) 

.4359 
(.2338) 

.0107 
(.0213) 

α =.03 .0130 
(.0277) 

.0077 
(.0113) 

.1087 
(.0439) 

.0172 
(.0129) 

.2115 
(.0806) 

.0222 
(.0151) 

.3127 
(.1366) 

.0235 
(.0175) 

.4092 
(.2076) 

.0216 
(.0203) 

α =.05 .0108 
(.0275) 

.0079 
(.0112) 

.1034 
(.0422) 

.0184 
(.0128) 

.2025 
(.0758) 

.0245 
(.0149) 

.3019 
(.1282) 

.0272 
(.0173) 

.3958 
(.1947) 

.0271 
(.0197) 

α =.07 .0094 
(.0275) 

.0081 
(.0113) 

.0992 
(.0407) 

.0190 
(.0127) 

.1968 
(.0728) 

.0259 
(.0148) 

.2931 
(.1221) 

.0298 
(.0172) 

.3876 
(.1869) 

.0303 
(.0196) 

α =.09 .0085 
(.0276) 

.0082 
(.0112) 

.0967 
(.0399) 

.0194 
(.0127) 

.1925 
(.0706) 

.0269 
(.0147) 

.2873 
(.1177) 

.0316 
(.0170) 

.3793 
(.1796) 

.0335 
(.0194) 
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Table 2 reveals that the WML approach performs better in 
estimating both shape and scale parameters compared to the 
ML approach. When ߝ ൌ 0.05 and level of robustness 
ߙ ൌ 0.05, the biases (risks) for the shape and scale 
parameters are 0.4506 (0.2954) and 0.0509 (0.0281) under 
the ML approach, respectively; but these are 0.2025 
(0.0758) and 0.0245 (0.0149), respectively under the WML 
approach. Though the ML approach provides smaller bias 
for the scale parameter than the WML approach, when ߝ ൌ
0.07, the risk is higher under the ML approach than the 
WML approach. For example, when ߝ ൌ 0.07 and ߙ ൌ
0.01, the bias is 0.0099 with risk 0.0358; whereas the bias is 
0.0151 with risk 0.0184 under the WML approach. In many 
cases, it is found that risk of estimator decreases as the level 
of robustness increases. 

Note that we also consider the scenario when there is no 
outlier in the data set and apply both the ML and WML 
approaches to estimate the shape and scale parameters. We 
found that ML approach performs slightly better than the 
WML approach in estimating parameters of Weibull 
distribution. These results are not shown in this paper. 

IV. An Example 

We consider a data set on lifetimes of six mice with brain 
cancer14. The lifetimes are 3, 4, 6, 5, 8, and 10 months. To 
test whether this data set fits the Weibull distribution or not, 
we use the equation ݈݊ݔ ൌ ߣ݈݊  ଵ

β
lnሾെ lnሼܵሺݔሻሽሿ, where 

ܵሺݔሻ is the survival function defined as ܵሺݔሻ ൌ 1 െ   .ሻݔሺܨ
To check the goodness of fit, we plot ݈݊ݔ against 
In ൣെ ln መܵ ሺݔሻ൧, where መܵሺݔሻ is the product- limit estimator of 
the survival function. We found an approximate straight line 
with some intercept and slope values. This suggests that the 
data set follows the Weibull distribution. The ML estimators 
of the shape and scale parameters are 2.7494 and 6.7698 
with standard deviation 0.8736 and 1.0643, respectively.  

To create an outlier in the data set, we consider the third 
observation 6 as 600. We then apply the ML approach and 
obtain the MLEs of shape and scale parameters as 0.4533 
and 32.3880 with standard deviation 0.1297 and 30.7308, 
respectively. Therefore, it is clear that in the presence of 
outlier in the data, the usual ML approach does not yield the 
better estimates for the parameters of interest. To obtain the 
better estimates, one needs a robust estimation approach. 
For the contaminated data set, we employ the robust WML 
approach and obtain the estimates for shape and scale 
parameters as 2.5175 and 6.7986 with standard deviation 
0.8872 and 1.279, respectively. These results are close to the 
MLEs obtained from the data set without any outlier. 

V. Conclusion 

It is common in practice that the data set is contaminated 
with outliers. In the presence of outlier, the usual maximum 
likelihood (ML) approach does not provide consistent as 
well as efficient estimators for the parameters of interest. To 
overcome this problem, various robust estimation 
approaches have been proposed in the recent past. In this 
paper, we have suggested a robust weighted maximum 

likelihood (WML) approach to estimate the parameters in 
the presence of outliers. It is well known that the Weibull 
distribution plays an important role in reliability and life 
testing theory. Therefore, one may need to estimate the 
parameters of this distribution when the data set will be 
contaminated with outliers.  For this purpose, we use the 
WML approach for the robust estimation of shape and scale 
parameters.  To examine the performance of the WML 
approach, we have conducted extensive simulation studies 
for small as well as large samples and found that the WML 
performs better that the ML approach in terms of biases and 
risks.  

The one important feature of the suggested WML approach 
is that this can also be used for the exponential distribution 
when the shape parameter will be fixed at 1. One can extend 
this approach to the robust estimation for the log-normal and 
log-logistic distribution of lifetime random variables. This 
approach can also be extended to the case when the data will 
contain the censored observations.  
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