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ABSTRACT

An important aspect of evacuation planning is to save human population by sending the people in
dangerous areas (sources) to the safe places (sinks). Optimization models for evacuation planning
focus on regulating the traffic flow in urban road networks so as to maximize the number of evacuees
reaching the safe places or to minimize the evacuation time of evacuees. Recent studies show that
reversing the direction of the usual traffic flow in necessary road segments increases the traffic flow
and decreases the evacuation time significantly. However, this may block the flow of some necessary
support towards the source. Based on network flow models, we consider the problem of saving a path
from a given node to the source, in a single-source-single-sink network, as a bilevel program. With an
objective to minimize a function depending on flow rate and the path chosen, the upper level selects
a path from a given node to the source, and the lower level maximizes the dynamic flow allowing arc
reversals in the resulting network within a given time horizon. We discuss a solution strategy based
on replacing the lower level problem by the corresponding KKT conditions.
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1 Introduction

Saving one’s life is a basic instinct of any living organism. Despite the development in science and
technology, one of the challenges to save human life, in masses, is from various type of disasters. An
important aspect of saving human life from disasters is evacuating human population from disastrous
areas to safe places using some means of transportation through the complex urban road network.
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Figure 1.1 Arc occupancy for maximum flow (a) before arc reversal, and (b) after arc reversal (arc
labels denote capacities)
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Thus a very effective traffic planning is needed to make the traffic flow smooth and send the population
to safe places as quickly as possible, or as much as possible within a given time horizon.

To apply mathematical methods and tools in evacuation planning, network flow approach is an
active research area. In this approach, an urban road network is represented by a graph or network
(arcs representing the road segments, and vertices representing the road intersections or junctions)
and various network optimization strategies are used resulting into effective traffic planning, not only
in emergency but also in normal situations as well. For a recent survey on such approaches, we refer
to Dhamala et al. [1].

In urban road networks, the rule that traffic can move in a particular direction in a particular
segment may be contra productive in evacuation scenarios. This is so because during an evacuation,
the traffic flow is mostly directed towards the safe area causing the road segments on the direction
of paths towards the danger areas (sources) to be less occupied while the segments in the opposite
direction become congested. So, an important strategy to optimize flow is to reverse the usual di-
rection of traffic flow wherever necessary. In network optimization, contraflow problems focus on
addressing such situations, mathematically, to optimize traffic flow with the ideal direction of arcs in
the transportation network. The problem is NP-hard in general and heuristic solutions are available
in literature [2, 3]. For specific problems, there are available analytic solutions as well [4, 5, 6, 7].

Using the arc reversal strategy, maximum flow reaching the safe places may be enhanced and the
time of evacuation may be reduced. But it may block the paths from a particular node to the source
node representing the hazardous area. This obstructs the movement of facilities, if necessary, towards
the source. Example 1 illustrates this fact.

Example 1. Let us consider a network as shown in Figure 1.1(a) with each arc labeled with its
capacity. The maximum flow from s to d without using arc reversal is 5 (4 via s–i–d, 1 via s–j–i–d)
and that with allowing arc reversal is 10 (6 via s–i–d, 2 via s–j–i–d, 2 via s–j–d), arcs (i, s), (i, j),
(d, i), and (d, j) being reversed (see Figure 1.1(b)). Considering the flow, there are no paths available
from d′ to s after allowing arc reversals.

To support evacuation, movement of facilities, e.g. ambulance, fire-brigade, etc. towards the
sources may be necessary. Hamacher et al.[8], and Nath et al.[9] present models and algorithms which
combine location decisions with network flow. From a given set of arcs and a given set of facilities,
their approach finds an optimal allocation of the facilities to arcs. In a recent work, Pyakurel et al.
[10] focus on identification of the road segments which are not fully occupied, allowing arc reversal, by
traffic in evacuation situations so that they can be used for other purposes. Nath et al. [11] model the
problem of saving a path as a bicriteria model to minimize the length of the saved path and maximize
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the value of the flow allowing arc reversals in the network except the saved path.

The present work proposes a bilevel model to identify a path from a given node to the source, in
which the usual direction of the traffic flow has not to be reversed allowing reversals in the remaining
segments, for emergency vehicular movement towards the source. In Section 2, we give the basic
mathematical notions needed for our modeling. In Section 3, we present the mathematical modeling
of the problem as a bilevel optimization problem. Section 4 is devoted to the solution techniques, and
Section 5 concludes the paper.

2 Basic Ideas

Let N = (V,A) be a directed network with number of nodes |V | = n, and the number of arcs
|A| = m. For each i ∈ V , we define the set of arcs incoming to i as

A−i = {e ∈ A : e = (j, i) for some j ∈ V }

and the set of outgoing arcs from i as

A+
i = {e ∈ A : e = (i, j) for some j ∈ V }.

Associated with each arc e ∈ A, we consider capacity ue ≥ 0, and travel time τe ≥ 0.

2.1 Static Flow

For two vertices s (called source) and d (called sink) in V with s 6= d, a static (s, d)-flow is a
function x : A→ R≥0 such that

∑
e∈A+

i

xe −
∑
e∈A−i

xe

 ≥ 0 if i = s
= 0 if i ∈ V \ {s, d}
≤ 0 if i = d

(2.1a)

where xe = x(e), the value of the flow on arc e. The value of the flow x is:

val(x) =
∑
e∈A−d

xe −
∑
e∈A+

d

xe

the amount of the flow reaching the sink d. The flow x is called feasible if the flow on e does not
exceed the capacity ue of arc e, i.e.

0 ≤ xe ≤ ue,∀e ∈ A (2.1b)

For b : A→ R, a b-flow x : A→ R is defined, so as to satisfy∑
e∈A−i

xe −
∑
e∈A+

i

xe = b(i),∀i ∈ V (2.2a)

A b-flow x is called a circulation if b(i) = 0,∀i ∈ V . If le denotes the lower capacity of an arc
e ∈ A, then x is feasible if

le ≤ x(e) ≤ ue,∀e ∈ A (2.2b)

Any static (s, d)-flow x is equivalent to a b-flow with b(s) = −val(x), b(d) = val(x) and b(i) =
0,∀i ∈ V \ {s, d}. One can easily realize (e.g. by adding all equations in the system (2.2a)) that the
necessary condition for the existence of a b-flow is∑

i∈V
b(i) = 0 (2.2c)
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2.2 Flow-Decomposition

Let P be a simple path in N with a starting vertex s(P ) and end vertex d(P ), a flow xP of value
δ on P is a (s(P ), d(P ))-flow such that

xP (e) =

{
δ if e ∈ P
0 otherwise

If C is a simple cycle in N , we can similarly define a flow on xC of value δ on C as follows:

xC(e) =

{
δ if e ∈ C
0 otherwise

Let P be the set of all simple paths and C be the set of all cycles in N , then a function x : A→ R
defined by

x(e) =
∑

P∈P:e∈P
xP (e) +

∑
C∈C:e∈C

xC(e)

is a b-flow for some b. Conversely, any b-flow can be decomposed into at most m + n flows on paths
and cycles such that:

(i) Every directed path with positive flow connects a vertex i with b(i) < 0 to a vertex j with
b(j) > 0.

(ii) There are at most m circulations in the decomposition.

2.3 Minimum-Cost Flow

Let ce be a cost associated with e ∈ A, then the cost of the b-flow x is
∑
e∈A cexe. The minimum

cost flow problem seeks to find the feasible b-flow that minimizes the cost of the flow, and has the
following formulation

min
∑
e∈A

cexe (2.3a)

s.t.
∑
e∈A−i

xe −
∑
e∈A+

i

xe = b(i) (2.3b)

le ≤ xe ≤ ue,∀e ∈ A (2.3c)

If b(i) = 0 for each i ∈ V , then the corresponding problem is known as minimum-cost circulation
problem.

2.4 Dynamic Flow or Flow Over Time

Given a time horizon T ≥ 0, a flow over time χ (also known as a dynamic flow) consists of a
Lebesgue measurable function χe : [0, T )→ R≥0 for each e ∈ A (representing the rate of flow entering
e at time θ), and

χe(θ) = 0 for θ ≥ T − τe (2.4a)

Considering a flow, physically, as something consisting of flow particles, the particles entering arc
e = (i, j) at its tail i at time θ arrive at its head j exactly τe time units later at time θ + τe so that
the outflow rate at the head of arc e at time θ equals χe(θ − τe).

The flow over time χ is called feasible if

χe(θ) ≤ ue,∀e ∈ A, θ ∈ [0, T ) (2.4b)

The excess of the node i at time θ is defined as

exχ(i, θ) =
∑
e∈A−i

∫ θ−τe

0

χe(ξ)dξ −
∑
e∈A+

i

∫ θ

0

χe(ξ)dξ (2.4c)
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which is the net amount of flow that enters the node i up to time θ. An (s, d)-flow over time is the
flow over time which satisfies:

exχ(i, θ) ≥ 0,∀i ∈ V \ {s}, θ ∈ [0, T ) (2.4d)

exχ(i, T ) = 0,∀i ∈ V \ {s, d} (2.4e)

The value of the (s, d)-flow over time is:

valT (χ) = exχ(d, T ).

Constraints (2.4d) and (2.4e) allow to store flow at intermediate nodes for some time as long as it has
left the node again before the time horizon is over.

Temporally repeated flow. Given a feasible static flow x and a time horizon T , a flow decom-
position on x gives a set of paths P with flow xP for each P ∈ P. If a flow is sent along P at a
constant rate xP from the source during the time interval [0, T − τ(P )), we can obtain a flow over
time with time horizon T , where τ(P ) =

∑
e∈P τ(e), is the travel time on path P . For a node i in an

s-d path P , let Ps,i, Pi,d denote s-i path and i-d path on P , and

Pe(θ) = {P ∈ P : e ∈ P and τ(Ps,i) ≤ θ and τ(Pi,d) < T − θ}.

Then a temporally repeated flow χ is obtained as described in the following equation

χe(θ) =
∑

P∈Pe(θ)

xP , ∀e = (i, j) ∈ A, θ ∈ [0, T ) (2.5)

The temporally repeated flow described in (2.5) is a feasible (s, d)-flow over time, with strict equality
in the constraints (2.4d), i.e. it does not allow waiting in the intermediate nodes (see Skutella, [12]).

2.5 Contraflow Problem

A contraflow problem seeks to optimize the flow allowing arc reversal, i.e. replacing e = (i, j) ∈ A
with (j, i) if necessary. An idea to solve a contraflow problem is to solve the corresponding problem in
what is known as an auxiliary network. Given a network N = (V,A), the auxiliary network Ñ = (V, Ã)
consists of the same node set V and the arc set

Ã = {(i, j) : (i, j) ∈ A or (j, i) ∈ A}

if e = (i, j), we denote its reverse counterpart (j, i) by ←−e . The capacity ũe for e ∈ Ã is defined as:

ũe = ue + u←−e

where ue = 0 if e /∈ A. The travel time τ̃e for e ∈ Ã is defined as:

τ̃e =

{
τe if e ∈ A
τ←−e otherwise

It is generally considered that τe = τ←−e [4]. After solving the problem in Ñ , a flow decomposition into
paths and cycles is performed and the cycle-flows are removed. The flow, thus obtained in Ñ , gives
the optimal flow with arc reversal and decision to reverse an arc or not in N .

3 Model Formulation

In this section, we develop a bilevel programming model of the problem considered in this work,
formulating maximum dynamic contraflow problem with path reversal (which serves as the lower level
of the problem) mathematically in a network with positive travel time on arcs.

As seen in Example 1, the flow allowing arc reversals may block arcs so that paths from a particular
node to another node, especially, a source node are obstructed. In this section, we consider a problem
of identification of a path from a particular node to the source node to optimize the flow with a
given objective. Example 2 considers a problem of identification of such a path so as to hamper the
maximum static flow the least.
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Example 2. Let us consider a network in Example 1 again. Suppose that s is the source node, d is
the sink node and d′ is a depot where supplies which are to move from d′ to s are located. If the path
d′ − i − j − s is chosen not to be reversed, then the maximum static flow value in this configuration
becomes 9. The maximum flow values after not reversing the different paths from d′ to s are listed in
Table 3.1. If either d′ − i − j − s or d′ − d − i − j − s is chosen not to be reversed, the flow value
is maximum, i.e. the flow value is decreased the least from the maximum contraflow value 10. If the
shortest path with the least decrease in the flow value is to be chosen, it is the path d′ − i− j − s.

Table 3.1: Maximum contraflow values without reversing a particular d′-s path (Cf. Figure 1.1)
SN Path not reversed Maximum flow
1 d′ – i – s 8
2 d′ – d – i – s 8
3 d′ – i – j – s 9
4 d′ – d – j – s 8
5 d′ – d – i – j – s 9
6 d′ – i – d – j – s 6
7 d′ – d – j – i – s 5

In the above example, we have not considered the temporal dimension of the flow. Time plays an
important role, particularly, in evacuation problems. To incorporate the time aspect, we consider the
problem of optimizing the flow over time.

To formulate the problem mathematically, we consider a network N = (V,A) in which, for each
e ∈ A there exists ←−e = (j, i) ∈ A such that τe = τ←−e > 0. This assumption is non-restrictive because
if such ←−e does not exist, we can include one with zero capacity.

We consider a situation which requires to identify a path P from a particular node (representing
a depot) to the source node, in which no arc is reversed with a possibility of arc reversals in A which
do not form P . Given a time horizon T ∈ N, we consider a case in which the choice of P is done so
as to optimize a function depending on the flow and the choice of P maximizing the flow over time in
the network excluding P .

3.1 Maximum Dynamic Flow Problem

Given a time horizon T , the maximum dynamic flow problem seeks to find a feasible flow over
time that maximizes its value. In a seminal work, Ford and Fulkerson [13] established that a dynamic
maximum flow can be obtained by solving a minimum cost flow problem. In a discrete time set up, the
idea is to construct a (d, s) arc with time −(T + 1) and infinite capacity and solve the corresponding
minimum-cost circulation problem taking time as cost in the resulting network.

The following result, for the continuous time case, connects the dynamic flow with its static coun-
terpart. For the discrete-time version, time T is replaced by T + 1.

Lemma 1 ([12, 14]). Let x be a feasible static s-d flow with value v then the value of the corresponding
temporally repeated dynamic flow is equal to Tv −

∑
e∈A τexe.

Hence, the maximum dynamic flow problem can be stated as:

min −Tv +
∑
e∈A

τexe (3.1a)

s.t.
∑
e∈A+

i

xe −
∑
e∈A−i

xe =

 v if i = s
0 if i ∈ V \ {s, d}
−v if i = d

(3.1b)

0 ≤ xe ≤ ue,∀e ∈ A (3.1c)

The temporally repeated flow with time horizon T , obtained from the static flow x (by solving (3.1))
gives the corresponding dynamic flow with flow value Tv −

∑
e∈A τexe.
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3.2 Maximum Dynamic Contraflow Problem

The maximum dynamic contraflow problem seeks to find the maximum amount of flow that can
be sent from the source s to the sink d if the direction of arcs can be reversed at time 0. The problem
definition and a procedure to solve it can be found in Rebennack et al. [4]. We summarize their
procedure in Algorithm 1.

Algorithm 1 Maximum dynamic contraflow algorithm

Input: A network N with arc capacities, travel time on arcs and a time horizon T
Output:Maximum dynamic flow with arc reversal on N

1. Construct the auxiliary network Ñ of N .

2. Calculate a static flow x corresponding to the temporally repeated maximum dynamic flow on
Ñ .

3. Decompose x into paths and cycles. Remove cycle flows and update x.

4. Arc ←−e ∈ A is reversed if and only if e ∈ A and xe > ue or e /∈ A and xe > 0.

5. Maximum dynamic flow with arc reversal on N = temporally repeated flow generated by x.

Removal of positive flows in cycles in Step 3 ensures the feasibility of the flow in the transformed
network after arc reversal. This step can be avoided, if there is no positive flow in cycles. Given a
positive travel time on each arc, it can be guaranteed that there is no positive flow in cycles in a
solution of the maximum dynamic flow problem.

Lemma 2. Given τe > 0,∀e ∈ A, an optimal flow in the solution of the problem (3.1a)-(3.1c) does
not have a positive flow in a cycle.

Proof. Suppose that D(x) = −Tv +
∑
e∈A τexe. Let x∗ be the optimal solution of the problem (3.1)

with v = val(x∗) = v∗ and suppose the flow decomposition of x∗ have a positive flow in cycles. Assume
C to be the set of arcs which form a cycle with flow value δ > 0. Define x1, x2 : A→ R by

x1(e) =

{
x∗(e) for e ∈ A \ C
x∗(e)− δ for e ∈ C

and x2 be a flow defined by

x2(e) =

{
0 for e ∈ A \ C
δ for e ∈ C

Then x1 and x2 are feasible static flows in N such that x1(e)+x2(e) = x∗(e),∀e ∈ A. Moreover, since
a static flow in a cycle does not contribute to the value of the static flow, val(x1) = v∗. Now,

D(x∗) = −Tv∗ +
∑
e∈A

τex
∗(e)

= −Tv∗ +
∑
e∈A

τex
1(e) +

∑
e∈A

τex
2(e)

= −Tv∗ +
∑
e∈A

τex
1(e) + δ

∑
e∈A

τe

> −Tv∗ +
∑
e∈A

τex
1(e)

= D(x1)

Since x1 is a also a feasible static flow with val(x1) = v∗, this contradicts the optimality of x∗.
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As the capacity of each arc e ∈ Ã in the auxiliary network Ñ is the sum of the capacities of e and
←−e , and the static flow corresponding to the temporally repeated maximum dynamic flow with time
horizon T can be calculated by finding the minimum cost circulation in modified by adding arc (d, s)
with infinite capacity and time −T (considering time on arcs as cost), the next result is immediate
from Algorithm 1 and Lemma 2.

Theorem 1. In the network N = (V,A), with capacity ue, travel time τe > 0 for each e ∈ A, the
maximum dynamic contraflow problem can be formulated as the following linear program

min −T

∑
e∈A+

s

xe −
∑
e∈A−s

xe

+
∑
e∈A

τexe (3.2a)

s.t.
∑
e∈A+

i

xe −
∑
e∈A−i

xe = 0,∀i ∈ V \ {s, d} (3.2b)

0 ≤ xe ≤ ue + u←−e ,∀e ∈ A (3.2c)

In Theorem 1, we have also used the fact that the value of the static flow x is∑
e∈A+

s

xe −
∑
e∈A−s

xe = −
∑
e∈A+

d

xe +
∑
e∈A−d

xe.

Note that the flow obtained in the problem stated in Theorem 1 may be infeasible inN , the infeasibility
in e ∈ A implying that ←−e has to be reversed. However, since the flow is feasible in the auxiliary
network, an immediate consequence of Lemma 2 is:

Corollary 1. An optimal flow in the solution of the problem (3.2a)-(3.2c) does not have a positive
flow in a cycle.

3.3 Bilevel Programming

A bilevel programming problem is an optimization problem in which one optimization problem
(called the lower level problem) is among the constraints of the other (called the upper level problem).
Partitioning the decision variables into two vectors x and y, let the lower level problem be:

min
x
{f(x, y) : g(x, y) ≤ 0, h(x, y) = 0} (3.3a)

where f : Rm1×m2 → R, g : Rm1×m2 → Rp, h : Rm1×m2 → Rq, g(x, y) = (g1(x, y), · · · gp(x, y))
ᵀ
,

h(x, y) = (h1(x, y), · · · , hq(x, y))
ᵀ
. Let Ψ : Rm2 → 2R

m1
be a set-valued mapping such that Ψ(y)

denotes the solution set of problem (3.3a) for a fixed y ∈ Rm2 , then the upper level problem is:

min
x,y
{F (x, y) : G(x, y) ≤ 0, H(x, y) = 0, x ∈ Ψ(y)} (3.3b)

where F : Rm1×m2 → R, G : Rm1×m2 → Rk, H : Rm1×m2 → Rl, G(x, y) = (G1(x, y), · · ·Gk(x, y))
ᵀ
,

H(x, y) = (H1(x, y), · · · , Hl(x, y))
ᵀ
. For details, we refer to Dempe [15].

In game theoretic terms, a bilevel programming problem may be considered as a Stackelberg
leader-follower game, where the leader (representing upper level) makes the first move by choosing
y, and the follower (representing the lower level) reacts by choosing x optimally. The leader selects,
finally, such a y that together with x returned by the follower, the upper level objective F (x, y) is
optimized.

3.4 Problem Formulation

Now, we formulate the problem of finding a path not to be reversed from a given node d′ to the
source node to maximize the dynamic flow allowing arc reversal to fulfill a given objective based on
path selection and resulting flow, as a bilevel programming problem. The upper level selects a d′-s
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path not to be reversed and lower level maximizes the dynamic flow value on the resulting network
allowing arc reversal.

The upper level problem is:

min F (x, y) (3.4a)

s.t.
∑
e∈A+

i

ye −
∑
e∈A−i

ye =

 −1 if i = s
0 if i ∈ V \ {s, d′}
1 if i = d′

(3.4b)

ye ≤ ue,∀e ∈ A (3.4c)

ye ∈ {0, 1},∀e ∈ A (3.4d)

where x = (xe)e∈A, y = (ye)e∈A, and x is obtained by solving the lower level problem:

min −T

∑
e∈A+

s

xe −
∑
e∈A−s

xe

+
∑
e∈A

τexe (3.4e)

s.t.
∑
e∈A+

i

xe −
∑
e∈A−i

xe = 0,∀i ∈ V \ {s, d} (3.4f)

0 ≤ xe ≤ (1− ye)ue + (1− y←−e )u←−e ,∀e ∈ A (3.4g)

The constraints (3.4b)-(3.4d) construct a d′-s path with ye = 1 if e lies on the path. Constraints
(3.4c) ensure that arcs with positive capacity can only be a part of the path. The lower level problem
is maximum dynamic contraflow problem. Constraints (3.4g) bound the flow on an arc e by ue + u←−e
if neither e nor ←−e is chosen for the path construction by the upper level. If e is chosen and ←−e is not
chosen for path construction, flow on e is bounded by u←−e .

We define the upper level objective function as

F (x, y) =
∑

e∈A:ue 6=0

we(ye − xe/ue) (3.4h)

where the weight we ≥ 0 is the utility assigned to e, as realized by the upper level, so as to motivate
flow along the arc.

The constraints (3.4b)-(3.4d) construct a d′-s path which may also contain subtours. Unlike in
the case of the shortest path problem with non-negative arc costs (lengths), where a solution without
subtours is always better than the corresponding solution with subtours, a solution with a subtour
may be better than than the one without a subtour in our consideration of the problem. Example 3
illustrates this fact.

Example 3. Consider a network shown in Figure 3.1. The only path from d′ to s is d′-s. Given
a time horizon T = 5, without taking any subtour, the static flow which generates the temporally
repeated maximum dynamic s-d flow (allowing arc reversal) is given by:

x(s, i) = x(i, j) = x(j, d) = 4, x(i, d) = x(j, i) = x(d′, s) = 0

and the variables related to the path are

y(d′, s) = 1, y(s, i) = y(i, j) = y(j, d) = y(i, d) = y(j, i) = 0

The value of the objective (3.4h) in this case is:

F1 =
∑

e∈A:ue 6=0

weye −
∑

e∈A:ue 6=0

wexe
ue

= 2− 3 = −1

If the subtour i-j-i is considered along with the path,

x(s, i) = x(i, d) = 1
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Figure 3.1 Path d′-s along with a subtour i-j-i (the arc labels represent capacity, time, weight)

s

i

j

dd′

4,1,1

4,1,1

1,3,5

4,1,1

1,1,1

1,1,2

and

y(d′, s) = y(i, j) = y(j, i) = 1

with the objective function value

F2 =
∑

e∈A:ue 6=0

weye −
∑

e∈A:ue 6=0

wexe
ue

= 4− (5 + 1/4) = −5/4 < F1.

However, there may be some objectives which can be improved by subtour elimination, e.g. if the
second part of the sum in the objective (3.4h) involves the objective of the lower level problem, the
subtours may be removed automatically because elimination of a subtour from the path chosen by
the upper level, increases the capacity of the arcs for the flow on the lower level.

If subtour elimination is necessary, we can ensure the elementarity of the path (avoid subtours)
including the following constraints in the upper level [16, 17, 18]∑

e∈A(S)

ye ≤
∑

i∈S\{k}

∑
e∈A+

i

ye ∀k ∈ S, ∀S ⊆ V \ {s, d′}, |S| ≥ 2 (3.5a)

ye = 0,∀e ∈ A−s , A+
d′ (3.5b)

where A(S) denotes the set of arcs with both the ends in S. Known as generalized cut-set (GCS)
inequalities, these inequalities increase the number of inequalities by O(n2n). Other techniques with
polynomial number of additional variables and additional constraints can also be found in Taccari,
[18]. For example, replacing the upper level constraints with (3.5b) and the following constraints

πi − πj + nye ≤ n− 1,∀e = (i, j) ∈ A (3.6)

(see also Bui et al.[17]), the number of additional variables πi(i = 1, · · · , n) is O(n), and that of addi-
tional constraints is O(m). However, it is shown in the literature that the computational performance
of GCS inequalities is better than other formulations in solving the shortest elementary path problem.

4 Solution Approaches

We present two approaches to solve the problem. One uses the idea of Stackelberg game along
with Algorithm 1, particularly useful when one can get all the paths form d′ to s in a desired time,
and the other converts the bilevel program to a single-level mixed binary integer linear program so
that one can use the whole toolbox to solve a mixed integer programming problems.
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4.1 A Näıve Algorithm

A straight-forward procedure to solve the problem is presented in Algorithm 2. The algorithm
iteratively chooses a d′-s path and uses Algorithm 1 in the network formed by excluding the path and
calculates the objective function value. The output is the path which gives the best objective function
value, along with the related flow.

Algorithm 2 Näıve algorithm

Input: directed network N = (V,A), source s, sink d, and a depot node, d′, time horizon T

1. V alOBJ = ∞

2. LIST = list of simple paths from d′ to s without zero capacity arcs

3. For P in LIST

• Construct the auxiliary network N̄ excluding the arcs in P

• Calculate the static flow x corresponding to the maximum dynamic flow on N̄

• ValnewOBJ = value of the objective function with y-values corresponding to P and x

• If ValnewOBJ < ValOBJ , then P ∗ = P, x∗ = x

• Retain the network

4. Return P ∗, x∗

4.2 KKT Approach

A common approach to solve a bilevel programming problem is to transform it into a single level
optimization problem replacing the lower level problem by its Karush-Kuhn-Tucker (KKT) conditions.
This results into what is known as a mathematical program with equilibrium or complementarity
constraints (MPEC or MPCC) (see [19]).

Consider the Lagrangian

L(x, y, λ, µ) = −T

∑
e∈A+

s

xe −
∑
e∈A−s

xe

+
∑
e∈A

τexe

+
∑

i∈V \{s,d}

λi

∑
e∈A+

i

xe −
∑
e∈A−i

xe


+
∑
e∈A

µe [xe − (1− ye)ue − (1− y←−e )u←−e ]

The KKT conditions for the lower label problem are (3.4f), (3.4g) along with

λi − λj + µe ≥ −τe, ∀e = (i, j) ∈ A (4.1a)

µe [xe − (1− ye)ue − (1− y←−e )u←−e )] = 0, ∀e ∈ A (4.1b)

µe ≥ 0, ∀e ∈ A (4.1c)

λi ∈ R, ∀i ∈ V \ {s, d} (4.1d)

Although there is no λ associated with s, d, the inequalities (4.1a) are valid if we put λs = −T and
λd = 0.

In what follows, we write the upper level constraints as ULC. Thus the single-level problem cor-
responding to the bilevel problem is the problem (3.4a) subject to ULC, (3.4f), (3.4g), (4.1a)-(4.1d),
which is a mixed integer non-linear optimization problem. The nonlinearity is because of the con-
straints (4.1b), and solution of this problem would give local optimal solutions. However, since the
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Mangasarian-Fromovitz constraint qualifications are violated at every feasible point of this problem,
the nonlinear optimization solvers may fail to obtain a local optimal solution. This can be overcomed
by solving the following relaxation of the problem for ε ↓ 0 (Dempe, [20]).

min F (x, y) (4.2a)

such that

ULC (4.2b)∑
e∈A+

i

xe −
∑
e∈A−i

xe = 0, ∀i ∈ V \ {s, d} (4.2c)

0 ≤ xe ≤ (1− ye)ue + (1− y←−e )u←−e , ∀e ∈ A (4.2d)

λi − λj + µe ≥ −τe, ∀e = (i, j) ∈ A, i 6= s, j 6= d (4.2e)

−λj + µe ≥ T − τe, ∀e = (s, j) ∈ A (4.2f)

λi + µe ≥ −τe, ∀e = (i, d) ∈ A, (4.2g)

µe ≥ 0, ∀e ∈ A (4.2h)

µe [xe − (1− ye)ue − (1− y←−e )u←−e )] ≤ ε, ∀e ∈ A (4.2i)

Solving problem (4.2), we get the local optimal solutions. But in our consideration of the problem,
a global solution is desirable. To get a global optimal solution, we can employ, what is popularly
known as, a big M method. Choosing large enough M [21, 22], we can replace (4.1b) by

−xe + (1− ye)ue + (1− y←−e )u←−e ≤ M ′ze,∀e ∈ A (4.3a)

µe ≤ (1− ze)M ′′,∀e ∈ A (4.3b)

Let U = max{ue : e ∈ A}. Then the maximum possible value of (1− ye)ue + (1− y←−e )u←−e is 2U . Since
the minimum possible value of xe is zero, we can safely take M ′ as 2U . In this way, we can get the
global optimal solution of the problem by solving the following formulation (4.4), with large enough
M .

min F (x, y) (4.4a)

such that

ULC (4.4b)∑
e∈A+

i

xe −
∑
e∈A−i

xe = 0, ∀i ∈ V \ {s, d} (4.4c)

0 ≤ xe ≤ (1− ye)ue + (1− y←−e )u←−e , ∀e ∈ A (4.4d)

λi − λj + µe ≥ −τe, ∀e = (i, j) ∈ A, i 6= s, j 6= d (4.4e)

−λj + µe ≥ T − τe, ∀e = (s, j) ∈ A (4.4f)

λi + µe ≥ −τe, ∀e = (i, d) ∈ A, (4.4g)

−xe + (1− ye)ue + (1− y←−e )u←−e ≤ 2Uze, ∀e ∈ A (4.4h)

µe ≤ (1− ze)M, ∀e ∈ A (4.4i)

µe ≥ 0, ∀e ∈ A (4.4j)

ze ∈ {0, 1} (4.4k)

But caution has to be taken choosing a big M when we use a solver software to solve the problem,
because very low or very high values of M lead to infeasible, suboptimal, and numerically unstable
solutions.

A method described in Pineda et al. [22], to solve linear bilevel optimization problems, may be
adapted to tune the values of big M . The idea is to use the local optimal solutions of the relaxed
problem (4.2) to adjust the value of M . We present the procedure in Algorithm 3.

The big M in (4.4i) is replaced by the value returned by Algorithm 3, and a mixed integer
programming solver is used to solve problem (4.4). We may take ze = 0 if−xe+(1−ye)ue+(1−y←−e ) > 0
and ze = 1 if µe > 0 to initialize the variable z.
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Algorithm 3 Tuning big M

1. Initialize ε > 0, δ > 1, H > 1, and the number of iterations K ∈ N.

2. Set initial number of iterations k = 0.

3. Solve problem (4.2) without (4.2i). Let the value of the upper level variable y = (ye)e∈A be y0
and the value of the dual variable µ = (µe)e∈A be µ0.

4. Find the optimal flow x = x0 using the solution y = y0 of the upper level.

5. While k < K

• Increase k by 1.

• Solve problem (4.2) by taking x = xk−1, y = yk−1, µ = µk−1 as an initial solution.

• Repace ε by ε/δ.

6. M = H ×max{(µk)e : e ∈ A}.

7. Return M .

4.3 Identification of Reversed Arcs

From the solution of the aforementioned problem, we can also determine the arcs which are to be
reversed. This can be done with the help of the optimal flow x∗. As we know that x∗ may violate
feasibility with respect to the capacities of the network N , i.e. x∗e may exceed ue for some e. This
implies that the opposite arc ←−e has to be reversed to increase the capacity in the direction of e. The
procedure is mentioned in Algorithm 4.

Algorithm 4 Identifying reversed arcs

1. Identify the optimal path P ∗ and the static flow x∗ corresponding to the dynamic flow

2. R = {←−e ∈ A \ P : x∗e > ue}

3. return R

Because of our assumption that τe > 0 for each e ∈ A, there will be no positive flow in cycles in
the flow decomposition of x∗ according to Corollary 1. So, we do not require to decompose x∗ into
paths and cycles in Algorithm 4.

5 Conclusion

In this study, we proposed a model to identify an optimal path from a particular node to the source
node allowing arc reversals in a network as a bilevel programming problem, the upper level selecting
a path and lower level maximizing the dynamic flow. We presented a simple algorithm based on
an algorithm to compute maximum dynamic contraflow and the idea of Stackelberg game, when the
number of simple paths from the particular node to the source is not very large. We also discussed
the transformation of the problem to the single level using KKT conditions of the lower level and
outlined a solution strategy to overcome nonlinearity using big M method. The problem considered
is particularly useful to facilitate vehicular movement towards the source, with a purpose to facilitate
evacuees, during emergency evacuation.
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