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Abstract

Recently, the impact of COVID-19 has significantly diminished; how-
ever, it has not been completely eradicated. There are still instances
where individuals are experiencing suffering due to this life-threatening
virus which has a significant impact on health care as well as lifestyles
throughout the world. So, early discovery is important to controlling
case extension and the death rate. The RT-PCR is known as the true
leading diagnosis test; nevertheless, the expense and result times of
these tests are long, thus additional quick and accessible diagnostic
techniques are required. However, most countries are suffering due
to limited testing resources and kits. The unavailability of testing re-
sources, kits, and a rising amount of regular occurrences, caused us to
develop a model on Deep Learning which may benefit radiologists as
well as doctors for detecting COVID-19 instances using images of chest
X-rays. For developing a representation of modality-specific features,
a convolutions neural network and a variety of ImageNet pre-trained
models are trained and evaluated at the patient level by using differ-
ent available CXR datasets. We choose 5000 images in total from the
dataset collected from Kaggle where we kept 4000 images in case of
training and validation, and the remaining 1000 in case of testing. We
use four Pre-train Deep CNN Models which are very popular for image
calcification. VVG16, VGG19, InceptionV3, and Resnet50 CNN Models
we choose to analyze the performance and find the best one among
them. In our testing, we get 88.5% testing accuracy on ResNet and
95.10% on InceptionV3 models while VGG19 gives 90.22% accuracy
and VGG16 gives the highest 96.10% accuracy. To increase performance
accuracy, Transfer Learning knowledge is transmitted and fine-tuned.
After applying Transfer Learning in the modified VGG16 we got an
accuracy of 97% which is clearly an improvement over the previous
VGG16 model.

Keywords: Deep Neural Network, COVID-19 detection, machine learn-
ing, transfer learning, Image Dataset.

Highlights

¢ Utilizing Deep Neural Networks for accurate COVID-19 detec-
tion.

¢ Achieving high testing accuracies up to 97% through Transfer
Learning.

¢ Training and evaluating popular CNN models like VGG16, Incep-
tionV3, and ResNet50.
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1 Introduction

According to the World Health Organization, 2020, the
disease COVID-19 is brought on by the SARS-CoV-2 coro-
navirus [1] and according to estimates from the World
Health Organization, the disease had spread to almost
every country since the first verified case by June of 2021,
killing more than four million individuals and causing al-
most 180 million of the confirmed cases. [2]]. The baseline
of treatment for COVID-19 involves screening individuals
in general medical clinics or hospitals. Hospitals now rely
on diagnostic imaging in the case of patients with severe
respiratory symptoms because it is simple and quick and
enables doctors to detect infections and accompanying
symptoms more quickly, even though PCR (polymerase
chain reaction) testing for transcription is still employed
for the definitive diagnosis. [3]].

The first line of prevention is screening people in basic
health clinics or hospitals. Patients who are thought to
have COVID-19 initially go through an X-ray procedure,
and if more information is needed, a CT scan is done [4].
Due to innovation, X-ray images are now generally uti-
lized in hospitals as alternate diagnostic tools to identify
COVID-19 and determine the consequences of the virus
[5][6]. Doctors use X-rays of the patient’s lungs to diagnose
patients and search for COVID-19 distortion signs. Due to
the rapid danger of transmission, there have been many
patients in clinics instantly, making a burden on the diag-
nosticians. This issue can be fixed by using methods of
deep learning, that have advanced impact in recent years
with the high speed and accuracy and every amount of
information available, and process improvement of deep
learning algorithms and models, as evidenced by career-
high results in struggle contests [7]. The purpose of deep
learning is to develop the multi-hidden level ML tech-
nique that is trained with a huge amount of data collected
and then used to improve classifying and accuracy rate
through understanding more accurate features [8]], [9].
Our major contributions to this research are-

1. to add dropout filters to the VGG-16 neural network
to decrease overfitting and generate a more generic
outcome with lower computing costs.

2. to employ transfer learning in the modified VGG16
model which identifies Covid-19 more accurately
in this platform after compared with other CNN
models.

The rest of the paper is arranged in the following order-

Section [2|addresses background studies, literature eval-
uations for this study, and the limitations of previous re-
search. Section [3|describes the concept and methods for
detecting and recognizing the COVID-19 Identification

Models. Section @] discusses the assessment of the devel-
oped system as well as the analysis of the results using
performance measurement. Section [5|concluded the paper
by discussing the benefits, limits, and future directions.

2 Literature Review

We investigated and identified various study works where
in-depth photographs had been employed together with
diverse techniques for different research, maintaining the
exceptional training loss in attention. In [10] Khan et
al. proposed that CoroNet is a Deep CNN model which
can identify COVID-19 through the X-ray pictures of the
patient’s chest. Their proposed model is developed on
the architecture of Xception and the architecture was pre-
trained on a dataset named ImageNet and was trained on a
dataset created by collecting pneumonia and COVID-19 X-
ray(chest) pictures from the two available public resources.
Fang et al.[11] suggest research to investigate the sensitiv-
ity of CT images as well as the identification techniques
of nucleic acid, with the help of the real-time polymerase
chain reaction (RT-PCR) for identifying COVID-19. the
study includes 51 participants who have traveled recently
or are residents in Wuhan, and who have a fever or severe
respiratory symptoms, and also an overall 45 years old
people. Their conclusion is that chest CT contains a higher
sensitivity in comparison with RT-PCR (98% vs. 71%). V.
Rajinikanth et al [12] designed and executed a technique
for detecting CTSI pneumonia infection. The proposed
technique’s many steps are depicted in the 2D CTSI, which
is derived from the benchmark database. Later, to improve
the visibility of the affected lung region, a multi-threshold
based on the Otsu function as well as Harmony-Search-
Optimization (HSO) is introduced. Watershed segmenta-
tion is then used to retrieve the upgraded portion. Finally,
the severity rate is calculated using the binary pictures’
pixel values of the infected regions.

To correctly categorize CXRs as COVID-19, normal, or bac-
terial pneumonia, authors used deep learning ensembles
that were repeatedly pruned [13]. A number of models
were explored to improve classification accuracy, and the
best outcomes were combined using a variety of ensemble
techniques. However, because the computational over-
head of numerous model computations is considerable,
this kind of approaches are best suited for short COVID-
19 image datasets, and no guarantee that they will keep
their accuracy with huge datasets [14], [15]. Rahimzadeh
and Attar[16] proposed a training strategy for coping with
imbalanced datasets and introduce a deep convolution
network that is based on the fusion of ReNet50V2 and
Xception to increase accuracy. The suggested network’s
average accuracy to detect COVID-19 instances is 99.50%,
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while the average accuracy for all of the classes is 91.4%.

Maghdid et al.[17] offered Artificial Intelligence techniques
which can assist radiologists in promptly diagnosing COV-
ID-19 patients using X-ray as well as CT scan pictures.
AlexNet (modified pre-trained) was their network’s back-
bone. In the binary classification system, an upgraded
CNN accomplishes accuracy rate of 94.1%, whereas a pre-
trained model gets an accuracy rate of 98%. In [18] the au-
thors used a cutting-edge CNN model dubbed MobileNet
to classify 3905 X-Ray pictures into six distinct groups. In
addition, 455 COVID-19 CXR pictures are added. They
obtained 99.18% accuracy in case of binary classification
tests and 87.66% accuracy in case of the tasks of seven
class classification. In [19], Loey et al. proposed a Gener-
ative Adversarial Network or GAN along with deep TL
(transfer learning) for the purpose of detecting COVID-19
with tyhe help of CXR images. They use GAN to cre-
ate additional pictures because of the limited CXR im-
ages. Approximately, 307 pictures were gathered in four
different categories, including normal, COVID-19, viral
pneumonia, and bacterial pneumonia. For training pur-
poses as well as the validation stage with GAN they have
used 90% of their dataset, while 10% is maintained in the
case of testing. As transfer learning, pre-trained AlexNet,
GoogleNet, and Resnet18 networks are employed. On a
two-class (GoogleNet), three-class (AlexNet), as well as
four-class (GoogleNet) classification issue, the proposed
model achieved an accuracy of 100%, 85.3%, and 80.6%,
respectively. Zhang et al.[20] offered a classification tech-
nique based on the deep TL method to classify cervi-
cal cells as normal or pathological. To test the overall
performance, a dataset named HEMLBC (private) and a
dataset named Herlev (public) are used. On the Herlev
and HEMLBC datasets, they obtain an accuracy of 98.3%
and 98.6%, respectively. According to Abbas et al., [21],
the previously built Transfer, CNN, Decompose, and Com-
pose networks (DeTraC-Net) use ResNet-50 which is a
pre-trained model, as TL for categorizing COVID-19 chest
X-ray data from normal as well as severe acute respiratory
syndrome cases. The accuracy of their suggested approach
is 95.12%.

For detecting COVID-19 more accurately another researh
shows that VGG16 provides 80% accuracy among VGG16,
VGG19, ResNet, DenseNet, and InceptionV3 in [22]. Au-
thors claimed that performance has been improved by im-
age resizing, augmentation methods. To detect COVID-19
Duong et al. proposed a deep neural network approach us-
ing EfficientNet and MixNet [23]. To increase the accuracy
authors utilized ImageNet, AdvProp, and NS learning
techniques and they got 96% accuracy in EfficientNet-B3.
Although their accuracy was very satisfying but authors
didn’t propose any approach for reducing over-fitting as

well as computation cost. Authors have collect approxi-
mate 3800 images which was insufficient [24]][25]. There
are eight classifiers were used along with deep transfer
learning. Authors modified VGG16 with 18 frozen layers
and found an outstanding accuracy. With a low dataset
that results over-fitting and counteracts generalization.
In some research, datasets were collected from the patient,
and social media was not ample for computer vision. The
authors did not remove other artifacts, such as text and
medical device traces on chest X-rays. Some researchers
used very few datasets and some used low-resolution
images. There is no assurance that they will maintain their
accuracy with huge datasets. Some research improved the
accuracy but in terms of the robustness, the performance
was very poor. At the same their compuatational cost was
high.

3 Methodology

We used CXR images from normal patients and patients
with COVID-19 to evaluate the efficiency of our suggested
technique. We trained the different CNN models, which
were pre-trained on the ImageNet database, and that Ima-
geNet Database was pre-trained with many classes using
transfer learning (TL) as well as fine-tuning. TL short-
ens the training period and reduces generalization errors
for a neural network model. For assessment, it utilizes
the weight with the highest validation accuracy. These
settings have been fine-tuned using hyper-tuning.

3.1 Proposed Methodology

We have presented a deep learning-based COVID-19 iden-
tification method, in which the program employs an algo-
rithm of deep learning to determine if the images of the
patient’s lung are COVID-19 or normal. Figure[I|shows the
overall architecture of our proposed methodology. Firstly,
from the Dataset[26], we have used a total of 5000 chest
X-ray images, where 2500 are COVID-19 and 2500 are Nor-
mal images. The data collection has been split into three
sections. The training set is utilized for model training
and learning, as well as parameter optimization. The vali-
dation set is used to evaluate the model during training,
optimize it, and fine-tune its parameters. Our model’s fi-
nal findings are validated using test sets. The CNN model
was performed using Python in the Keras package, which
was running on TensorFlow. We began by downloading
the data from Kaggle. Then, in our project’s home direc-
tory, we created a directory called “Dataset.” We estab-
lished two folders in the dataset directory, "Covid” and
”"Normal” each with associated pictures. After that, we
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Fig 1. Proposed screening structure of COVID-19 detection based-on Deep learning

copied all of the pictures to the dataset directory and uti-
lized them for running the models. Because all of the
images are PNG files, the first thing we do is decode them
to RGB grid pixels using a tensorflow keras ImageData-
Generator instance. For training, we utilize four models:
VGG16, VGG19, Inception V3, and ResNet50. After data
pre-processing, to create training and testing sets, we di-
vided the dataset. Then train the models with a training
set and evaluate or measure the performance based on
different parameters. For COVID-19 X-ray image binary
classification, we used four pre-trained CNN models. Af-
ter training, testing, and validating all the models we will
choose the best model VGG16. After that, we modified
the VGG16 model by adding a dropout layer to reduce
the overfitting which is shown in Figure 2} After that,
we trained the modified VGG16 with transfer learning to
enhance the accuracy of the result. The updated VGG16
deep transfer learning models are used to perform binary
and multi-class classification using COVID-19 X-ray data.

Augmentation with
Transfer Learning

The model performance exhibits impressive outcomes and

is straightforward to deploy.
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3.2 CNN Models

COVID-19 has been effectively diagnosed using several
deep learning networks [27][28]. CNN is the most widely
used technique for COVID-19 illness classification, seg-
mentation, and prediction. We have trained the following
four models.

1. VGG16
2. ResNet50
3. VGG19 and

4. Inceptionv3.

321 VGGI16

The VGG16 network has 16 layers, with convolutional
layers (13) with 3 x 3 filters and 2 x 2 max-pooling layers
layered on top. The ReLU activation function is employed
between these levels. The majority of the network’s pa-
rameters are then stored in three completely connected
layers.

3.2.2 ResNet50

ResNet50 [29] has developed as a revolutionary deep neu-
ral network (DNN) model addressing computer vision
issues has emerged. Identity shortcut connections — con-
nections that skip one or more layers — have been used
to alleviate this issue in ResNet50 models with up to 150
layers. This creates a detour for slopes to travel over while
remaining unchanged. We employed the 50-layer ResNet-
50 as the model’s fundamental architecture.

3.2.3 Inceptionv3

Inception-v3 [30], a deep pre-trained CNN with 48 layers,
is a network version that was trained using a million or
more images from the ImageNet dataset. To categorize
photos into 1000 different item categories, this network
has previously received training.

324 VGG19

VGG-19 is a variation of VGG architectures that has 19
linked layers and routinely outperforms other models.
Due to the model’s highly linked convolutional and fully
connected layers, it is possible to extract features more
effectively and to downsample data before classification
using the SoftMax activation function by using Max pool-
ing rather than average pooling.

4 Result Analysis

4.1 Data Pre-processing

The ”preprocess input” function in Keras alters the im-
age representation to meet the model’s requirements. The
model’s performance is then enhanced by using a variety
of data augmentation methods on the training sets. For
this, Keras “ImageDataGenerator” API is used.

The photos are periodically altered and delivered to the
system during training time in this experiment, using the
“rotation range” and ”fill mode” data augmentation tech-
niques. The photos are rescaled initially in this procedure.
The rotation range was then set to 15 degrees. After that,
we adjusted the sheer scale to 10% and the width shift
ranges and height shift ranges to 10%. Afterward when
we set the zooming level to 20% and ensured that the hori-
zontal flips and vertical flips were true. We also integrate
each pre-trained model’s pre-process inputs.

4.2 Data Training and Testing

The experiments using our selected CNN models were
conducted using benchmark dataset [26]]. They are scan-
ning chest X-ray pictures with COVID-19 and Normal
classifications, etc. From the Dataset, we have used a to-
tal of 5000 chest X-ray images, where 2500 are COVID-19
and 2500 are Normal images. The information gathered
is separated into three sections. The model is trained and
learned from, and the characteristics are changed, using
the training set.

Following the model’s training, the validation set is uti-
lized to verify, improve, and fine-tune its parameters.
Our model’s concluding results were verified using test
sets. First, we randomly selected 1000 (20%) from each
group’s photos for testing, with the remaining 4000 (80%)
divided into training and validation. These photos are
pre-processed before being used to train CNN models.
We trained our proposed models using Adam, an SGD op-
timizer, with a preliminary rate of learning of 1e-3 to le-6.
Here, at first we have considered the Adam optimizer for
all four models. But later it was observed that InceptionV3
and ResNet50 work better with Softmax and SGD optimiz-
ers accordingly than the Adam Optimizer. Hence, table
shows the optimizes with whom the models perform
better We choose to use 32, 64, and 128 as our batch sizes.
If the validation accuracy does not increase after every five
iterations, the reduced learning rate is a factor of 2. The
training is terminated early if accuracy doesn’t rise for 20
subsequent epochs. The network is trained in this manner
for 100 epochs.

For evaluation, we take the weight with the highest vali-
dation accuracy. Hyper-tuning was used to correct these
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Table 1. Train, Testing and Validate using different
learning Values:

CNN Input Batch  Optimizer NO of
Model Size Size Epochs
VGG16  224x224x3 32 Adam 100

Inception  299x299x3 32 SoftMax 100
V3

ResNet50 224x224x3 32 SGD 100

VGG19  224x224x3 32 Adam 100
values.

4.3 Performance Analysis

We trained the dataset many times using different CNN
Models and settings to get the best accuracy while mini-
mizing loss. The more we train our algorithm and provide
more datasets, the better the outcomes. We worked with
a good number of CXR pictures in this project. We at-
tempted to achieve the best outcomes and production pos-
sible. We also complete our overall system performance
study. Using the pooled datasets, we assessed the accu-
racy, computational cost, and loss and obtained excellent
results.

4.3.1 Performance evaluation metrics

To evaluate COVID patient categorization, We apply the
models discussed in the previous section to the X-ray im-
age datasets, modifying the models during the training
phase to improve their accuracy. We describe three out-
comes that are characteristic of CNNs for each model:
Model accuracy curve: The accuracy curves shows for the
training and validation models that how well the model
generalizes or trains.

Model loss curve: Overfitting is shown by the difference
between training and validation accuracy. The network’s
learning direction and training process is shown by the
model loss curve. The network may still be able to learn
more with training, according to a considerable discrep-
ancy between the training and validation curves.
Confusion matrix: a table that describes the classifier’s
performance in a set of test data after knowing the true val-
ues is called a confusion matrix. Every confusion matrix
is connected with four basic elements [31]].

1. True Positives [TP]: These are situations in which we
forecasted “yes” and the patients had the illness.

2. True Negatives [TN]: We forecasted "no,” and they
are not contaminated.

3. False Positives [FP]: We predict a “yes” for the con-
dition, but the patients do not have the ailment. This
mistake is occasionally referred to as a Type I error.

4. False Negatives [FN]: Even though the proposed
model predicts “no,” patients have the illness. This
is known as a Type Il mistake. It shows crucial pre-
diction data, making it easier to interpret and get
meaningful experiment patterns.

To appreciate the performance of our model here we have
used some parameters such as Accuracy (ACC) [EqA1],
Precision (P) [Eq{2]l, Recall (R) [Eq{3], F1-score (F1) [Eq
Sensitivity (SN) [Eq5]l and Specificity (SP) [Eq{6].

7

Accuracy = TP+ TN 1)
YT TP FP L TN+ FN
. TP
Precision = TP+ FP ()
TP
Recall = ———
= TP N ®)
PxR
F1 — =2 4
score X5 R 4)
Sensitivity = P 5)
Y~ Total
TP
Specificity = 6
pecificity = - (6)

4.3.2 Performance measurements

We set up a comparable setting to measure the perfor-
mance of each model based on the above measurement
criteria. The same dataset with 2500 Covid and 2500 Non-
Covid pictures was used, with 64 batch sizes and an initial
learning rate of 1e-3. A total of 100 training epochs were
used for each model. We compared all of our training
models and the measurement results of each CNN model
are shown in the figures[3|to

Measurements for Resnet50 Model Figure[3[shows that
we have trained the ResNet50 Model with 100 Epoch. The
accuracy gets higher respectively with increasing Epochs.
we got an overall validation accuracy of 87.5% in this
model. In Figure [ A total of 100 training epochs were
used for each model. The networks accurately detect 432
duplicates in the COVID class from the Covid Test data
set, but only 68 copies in the Normal class, according to
the confusion matrix of the least effective techniques, like
ResNet50. The model also correctly identifies 452 samples
as normal, but just 48 as COVID from the normal test data
set.
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Training Loss and Accuracy on COVID-19 Dataset
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Fig 3. Covid or Normal: Accuracy and Loss of ResNet50
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Fig 4. COVID-19 or Normal in the confusion matrix for
ResNet50 on the X-ray dataset
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InceptionV3 model on X-ray Image Dataset
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Measurements for InceptionV3 Model  Figure[5|shows
that after training the Covid-19 Model with 100 Epoch
we got an accuracy of 94.58%. The accuracy gets higher
respectively with increasing Epochs. Also, the loss is re-
duced very strongly. Figure [f| shows In the InceptionV3
model, From the COVID Test data set, 487 pictures are
properly classified as COVID, while 13 images are classi-
fied as Normal. From the Normal data set, the model also

Confusion matrix Confusion matrix
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Actual

Covid Covid

Predict

Normal Normal

Predict

(a) Validation (b) Test
Fig 6. Confusion matrix for InceptionV3 on X-ray Image
dataset: COVID-19 or Normal

correctly identifies 468 samples as normal, but only 36 as
COVID.

Training Loss and Accuracy on COVID-19 Dataset
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Fig 7. Covid or Normal: Accuracy and Loss of VGG19
model on X-ray Image Dataset
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Fig 8. Confusion matrix for VGG19 on X-ray Image
dataset: COVID-19 or Normal

Measurements for VGG19 Model  Figure[/]shows that
after training the Covid-19 Model with 100 Epoch we got
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an accuracy of 89.17%. The accuracy is getting lower than
model InceptionV3. Also, the loss is reduced. Figure
Shows that in the VGG19 model, COVID Test data set
435 pictures are properly classified as COVID, whereas
65 images are classified as Normal, and from the Normal
data set the model also correctly identifies 467 samples as
normal, but only 33 as COVID.

Training Loss and Accuracy on COVID-19 Dataset
1.0 -

o
-]

Loss/Accuracy

—— train_loss
0.2 - —— wval_loss
train_acc
—— wval_acc

TS

[e] 20 40 60 80 100

Epoch #
Fig 9. COVID-19 or Normal: Accuracy and Loss of
VGG16 model on X-ray Image Dataset

Confusion matrix Confusion matrix

Actual
Actual

Covid Normal Covid Normal

Predict Predict

(a) Validation (b) Test

Fig 10. Confusion matrix for VGG16 for COVID or
Normal of on X-ray Image dataset

Measurements for VGG16 Model  Figure [0]shows that
after training the Covid-19 Model with 100 Epoch we got
an accuracy of 95.32%. The accuracy gets higher respec-
tively with increasing Epochs. Also, the loss is reduced
very strongly.

Figure 10| Shows, In the Vggl6 model, from the COVID
Test data set, 476 pictures are properly classified as COVID,
whereas 26 images are classified as Normal, and from the
Normal data set the model also correctly identifies 487
samples as normal, but only 13 as COVID.

4.3.3 Comparison, Evaluation and Performance Analy-
sis

Table[2shows the overall accuracy of the proposed “COVID-
19 Identification System from X-Ray Images of the Chest
Using Deep Neural Network” systems. We train four exist-
ing pre-trained models on the same dataset and compare
their results.

Table 2. Performance analysis for Covid/Normal dataset
for our trained model

Model Validation Testing Sensitivity Specificity
Accu- Accu- (SN) (SP)
racy racy
(VA) (TA)
VGG16  95.32% 96.10% 95.00% 97.50%
Inception  94.58% 95.10% 96.67% 92.50%
V3
VGG19  89.17% 90.22% 85.83% 92.50%
ResNet50 87.50% 88.50% 85.00% 90.00%

We can observe from the above performance in Table
that the VGG16 model has greater overall accuracy than
the other three models. In this case, the VGG16 model
maintained greater than 95% accuracy in both validation
and testing. No other model can’t reach that much accu-
racy. So, we choose the VGG-16 model as our primary
model to modify with Transfer Learning.

Table 3. Comparison Matrix of Precision, F1 Score and
Recall for Covid/Normal dataset.

Model Dataset| Precis- | Recall | F1
ion Score

VG1 | Normal 055 | 057 | 056
InceptionVa | N0 0op | 09 | 08
oo Qu 000
ResNetso | o'l os6 | 090 | 058

The precision of testing data indicates the precision of the
deep learning models. Table [3| shows the value of the
greatest accuracy and recall for differentiating COVID-
19 instances is 0.97 and 0.95, respectively, achieved by
VGG16, followed by InceptionV3 with values of 0.93 and
0.97, respectively.

The VGG19 has the lowest accuracy and recall values of
0.93 and 0.86, respectively, while the ResNet50 has the
lowest precision of 0.89 and recall of 0.85. To detect nor-
mal instances, VGG16 has the highest precision and recall
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values of 0.95 and 0.97, while Inception has the highest
precision and recall values of 0.97 and 0.93, respectively.
VGG19 has the lowest accuracy rate of 0.87. Furthermore,
ResNet50 has the lowest value of 0.86 for Recall. Though
InceptionV3 has a similar precision to VGG16, VGG16 out-
performs it in the “COVID” dataset.

In addition, compared to other parameters recall and F1-
score, the VGG16 model consistently and occasionally
outperforms them. ResNet50 models scored quite low
across all Pre-Training models.

Tables 2| and 3| present the resulting confusion matrices
on hidden test datasets to more clearly illustrate how
each model performs in classification. Table[2|shows that
VGG16 and Inceptionv3 have the highest categorization
accuracy. As a result, based on their confusion matrix,
it appears that VGG16 can properly detect 474 photos in
the COVID class, even though 26 images are classified as
Normal class from the COVID test dataset.

So, as discussed above, the VGG-16 model can determine
whether an image is COVID or Normal with high accuracy.

4.3.4 Computational Time

As we already indicated, the NVIDIA GeForce GTX 1060ti
GPU from our local system is used in this experiment.
The Training time per epoch for various CNN models is
displayed in Table

Table 4. Training time of four CNN models

Model Batch Training Time(Per
size epochs)
VGG16 64 103s
InceptionV3 64 107s
VGG19 64 99s
ResNet50 64 124s

So, as discussed above, we chose the VGG-16 model as our
primary model. As a result, it is clear to use the VGG16
models to determine the patient’s health state using chest
X-ray pictures.

4.4 Transfer Learning

The VGG-16 model is our core model, and we use Transfer
Learning to increase overall accuracy, specificity, and other
conventional metrics. A common deep learning strategy
in computer vision systems today is transfer learning (TL).
TL allows us to generate an acceptable prediction without
having to restart the learning process [32] [33]].

4.4.1 Reduce Over Fitting

If data augmentation is not employed during training in
the VGG16 model, overfitting issues may arise. There are
various techniques for decreasing the problem of overfit-
ting to solve this. First and foremost, the expansion of
training datasets may aid in the resolution of this problem.
Second, data augmentation techniques such as picture ro-
tation, zooming in or out, and flipping images horizontally
or vertically are beneficial. We utilize data augmentation
and fine-tune with significant dropout to minimize over-
fitting.

Image Augmentation To get a better performance we
applied image augmentation in both Covid positive and
Normal CXR images. Table[5|shows the Parameter that we
use to augment the image. Here we get 20 images from 1
image by using different parameters.

Table 5. Initialize The Training Data Augmentation
Object

Augmentation Value No Of Images
Parameter
Rescale 1./255
Rotation Range 30
Width Shift 0.3
Range 20
Height Shift 0.3
Range
Shear Range 0.3
Zoom Range 0.3
Fill Mode nearest
Horizontal Flip TRUE

Table |5 shows that we utilize the ImageDataGenerator
to enhance the variety of data used to train models that
rotate, shift, shear, zoom, and flip images. The classifiers
are then applied to a 50% dropout to reduce overfitting.

Covid Patient

Normal Patient

Fig 11. CXR Images of Normal Patient and Covid Patient

Figure [11|showing the Covid-19 NORMAL CXR Image
and Covid-19 positive CXR Image. Figure (12| showing
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the output images of normal patients and covid patients
after augmentation was applied. We split 1 image into
20 images in every image augmentation. That gives us
20 different views of one image. Different parameters are
used to reduce the overfitting. We train the augmented
images again to get better accuracy.

Fine Tuning Kara’s VGG16 CNN pre-trained model is
uploaded, the convolutional base is frozen, and the top
layers are fine-tuned in the transfer learning stage. For
feature extraction, a pre-trained model with layers that
have been fine-tuned is used. Basic Dense Layer neural
networks were previously frozen to preserve Image Net
weights during training. To avert overfitting in the model,
dropout is used in the layers that are fully linked. It typi-
cally hovers around 0.5, and the model has been trained
to produce particular measurements. If the measurements
are excellent and the overfitting is excellent, reduce the
dropout. Increases dropout if overfitting is still severe. In
our approach, the drop ratios of 0.3 and 0.2 were used.

Algorithm 1 The Proposed Algorithm in VGG16 Model

1. procedure OUR PROCEDURE
2. layer < pretrainmodel.layer

3. True + pretrainmodel.trainable
4. False « settrainable

5. 0 + count

Table 6. Fine-Tuning based on VGG16 Pre-training

Layer (Type) | Output Shape Param #
block3_conv1l (None, 37,37, 295168
(Conv2D) 256)
block3_conv?2 (None, 37,37, 590080
(Conv2D) 256)
block3_conv3 (None, 56, 56, 590080
(Conv2D) 256)
block3_pool (None, 18, 18, 0
(MaxPool- 256)
ing2D)
block4_conv1l (None, 18, 18, 1180160
(Conv2D) 512)
block4_conv?2 (None, 18, 18, 2359808
(Conv2D) 512)
block4_conv3 (None, 18, 18, 2359808
(Conv2D) 512)
block4_pool (None, 9,9, 0
(MaxPool- 512)
ing2D)
block5_conv1l (None, 9,9, 2359808
(Conv2D) 512)
block5_conv?2 (None, 9,9, 2359808
(Conv2D) 512)
block5_conv3 (None, 9,9, 2359808
(Conv2D) 512)
block5_pool (None, 4, 4, 0
(MaxPool- 512)
ing2D)

Table 7. Accuracy, Sensitivity and Specificity of
Modified VGG16 Model for 100 EPOCH and 200

6. top: EPOCH
. Model Valida-  Testing Sensitivity Specificity
7. if 1ayer<O0 then return false tion Accu- (SN) (SP)
8. 1 < count Accu- racy
racy (TA)
9. loop: (VA)
Modified 96.00% 97.10% 97.00% 95.00%
10. if layer(name) = (layername) then VGG16
with 100
11. True < settrainable Epoch
Modified 96.50% 96.70% 98.00% 95.00%
12. goto loop VGG16
with 200
13. close; Epoch
14. goto top
15. if settrainable: then The proposed algorithm searches through a pre-trained
model’s layers repeatedly until it locates a layer with an
16. True < layer.trainable else False «— layer.trainable  identifiable name. It sets the trainable attribute of that
close layer based on the value of set-trainable when the layer
62 vol. 10, no. 01, 2023 Green University Press
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Fig 12. Output Images of Normal Patient and Covid Patient After Augmentation

with the provided name has been located. The layer turns Table 9. Comparison of the VGG16 Model Before and

trainable if set-trainable is true; otherwise, it stays un-
touched. The count variable is used by the method to
track the number of layers processed. The program termi-
nates when all of the layers have been evaluated or if the
layer index goes negative.

In Table[6] the summary of the VGG16 model, one layer is
chosen to be unfrozen. Change the layer name once it has
been selected to enable training of the classifier layer while
the other layers are frozen. We choose a layer at random
from the top of the model since levels before it is more
general. For VGG16, for example, the block4 convl layer
is used. Table [p|depicts fine-tuning based on VGG16 pre-
training. After completing all of the essential TL stages,
we trained the VGG16 model in the same scenario with
enhanced EPOCH and obtained an overall superior per-
formance with an accuracy of more than 96.50 %.

Table 8. Precision, Recall and F1-score of Modified
VGG16 Model for 100 EPOCH and 200 EPOCH

After Applying Transfer Learning Approach

Model ValidationTesting  Sensitiv- Specifici-
Accu- Accu- ity ty (SP)
racy racy (SN)

(VA) (TA)

Model Dataset Precision Recall F1
Score
Modified VGG16 Covid 0.95 0.97 0.96
with 100 Epoch  Normal 0.97 0.95 0.96
Modified VGG16 Covid 0.96 0.98 0.97
with 200 Epoch  Normal 0.98 0.96 0.96

4.5 Performance Measurement with Modified
Model

After applying different TL we train the same dataset in
the Modified VGG16 Model again for 50, 100, and 200
EPOCH. For 50 EPOCH in VGG16, we get 93.82% valida-
tion and 94.34% testing accuracy. But we get improved
performance when we trained the dataset for 100 and 200
EPOCH.

Modified
VGG16
(Before
Applying
TL) with 100
Epoch

95.32%  96.10%  95.00%  97.50%

Modified 97.00%  95.00%
VGG16

(After Ap-

plying TL)

with 100

Epoch

96.00%  97.10%

Modified 96.70%  98.00%  95.00%
VGG16

(After Ap-

plying TL)

with 200

Epoch

96.50%

Table[7]is showing When were applying TL in modified
VGG16 with 100 Epoch and 200 Epoch then we get the
Validation Accuracy (VA), Testing accuracy (TA), Sensi-
tivity (SN), and Specificity (SP) of the Modified VGG16
Model. Here in this model, we had got a validation accu-
racy of 96.00%, Testing Accuracy of 97.10%, a sensitivity
of 97.00%, and Specificity of 95.00% for 100 Epoch, and a
validation accuracy of 96.50%, testing accuracy of 96.70%,
a sensitivity of 98.00%, and specificity of 95.00% for 200
Epoch which is better than the previous modified VGG16
model without Transfer Learning.

After applying TL in the modified VGG16 model, In[13}
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Table 10. Before and After Applying TL Approach: Comparison Matrix of Precision, Recall, and F1 Score

Model Dataset| Precision| Recall | F1
Score
Modified VGG16 (Before Applying TL) with 100 Epoch g(())‘rlril?al 83; 83? 832
Modified VGG16 (After Applying TL) with 100 Epoch Covid | 95 o e
Modified VGG16 (After Applying TL) with 200 Epoch Covid | 0o ol Bedl

Confusion matrix Canfusion matrix

Actual

Actual

Normal

Covid Normal Covid
Predict

Normal
Predict

(a) Validation (b) Test

Fig 13. Confusion matrix for Modified VGG16 on X-ray
dataset: COVID-19/Normal for 100 Epoch

we can see the confusion matrix of the best-performing
algorithms. we can see that the networks accurately detect
489 copies in the COVID class from the Covid Test data
set, but only 11 copies in the Normal class. The model also
correctly identifies 481 samples as normal, but just 48 as
COVID from the normal test data set.

Training Loss and Accuracy on COVID-19 Dataset
1.0 -

G
!

o
]

Loss/Accuracy
o
o

o
»

train_loss
wval_loss

e e T e
o 25 50 75 Ep;gf} - 125 150 175
Fig 14. Covid or Normal: Accuracy and Loss of Modified
VGG16 model on same X-ray Image Dataset for 200 Epoch

200

The confusion matrix of the highest-performing algorithms
is shown in Figure[15] From the Covid Test data set, we
can see that the networks correctly recognize 492 photos

Confusion matrix Confusion matrix

Actual

Actual

Normal

Covid Normal Covid
Predict

Normal
Predict

(a) Validation (b) Test

Fig 15. Covid or Normal: Confusion matrix for Modified
VGG16 on X-ray Image dataset for 200 Epoch

in the COVID class but only 8 images in the Normal class.
From the normal test data set, the model properly detects
476 photos as normal, but only 24 images as COVID.

4.6 Before and After Applying Transfer Learn-
ing: Performance Analysis and Compari-
son of Modified VGG16 Model

From Table[Qlwe can see that when we train the modified
VGG16 model for 100 Epoch, it provides better accuracy
in both sectors. Previously we got 95.32 % validation
accuracy and 96.10% test accuracy. After applying TL in
modified VGG16 we get 96.00 % validation accuracy and
97.10% test accuracy which is clearly an improvement
over the previous VGG16 Model.

Again, when we train the modified VGG16 model for 200
Epoch, it provide the best validation accuracy but testing
accuracy decreased anyhow. So, increasing the number of

epochs neither affected that much overall performance in
our modified VGG16 Model.
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5 Conclusion

Our COVID-19 identification method works for COVID
and Normal pictures in CXR format. We can also adapt
the system to work with different CNN models. We in-
tend to rebuild the entire deep-learning version from the
ground up as soon as possible. This research contributes
to adding dropout filters to the VGG-16 neural network to
decrease overfitting and generate a more generic outcome
with lower computing costs. Moreover, we employed
and modified a VGG16-based neural network and applied
transfer learning to identify Covid-19 more accurately in
this platform. We believe that a new model and additional
flexibility on our part will create a more realistic scenario.
By exposing them to the loads, we may be able to open
up new chances to use this belonging for future work, and
this may communicate new opportunities to move one
step further in addition to increasing COVID-19 detecting
identification in the future.

5.1 Discussion

Due to its extremely infectious nature, the coronavirus in-
fection (Covid-19) threatens the lives of billions of people.
According to WHO, Both the overall infection rate and the
mortality rate are rising significantly. This viral infection
causes inflammation in the lungs of infected individuals.
Therefore, a chest X-ray is one method that could be used
to find these inflammations.

Using chest X-ray pictures, we were able to separate COVID-

19 individuals from normal and COVID cases. We used
four distinct CNN models, and their performance was as-
sessed using several performance indicators. The collected
findings show that the VGG16 model is the ideal model
for this job. Then we modified and fine-tuned the VGG-16
model and applied transfer learning to get better accuracy
and minimize the computation time while achieving a
high accuracy rate.

5.2 Limitations and Future Work

We tried to design and improve Deep learning models
with the best accuracy. To do so, we have faced many
obstacles in many aspects. The following are the main
limitation of our research:

* we aimed to work with COVID, Normal CXR images
along with other viral Pneumonia. But we were only
able to work with COVID X-ray and Normal X-ray
images.

* We have collected the dataset only from online sources
instead of the local hospitals and medical intuition.

In our research work, we presented a basic CNN design
that outperforms CNNSs in both the training and testing
stages. To create CNN models, data from other sources
must be included. To achieve this aim, we will develop a
new model in our future work that can identify CXR pic-
tures from the COVID, Normal, and Pneumonia Datasets.
In addition, to improve accuracy, we will train our model
with a huge quantity of data and add more dropout layers,
as well as reduce overfitting.
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