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Abstract

State of charge (SOC) is one of the most important metrics to evaluate
the performance of the battery management system (BMS) in electric
vehicles (EVs). Lithium-ion batteries have been utilized often for SOC
estimates in EV applications because of its attractive characteristics
such as extended lifespans, high voltages, energy, and capacities. How-
ever, dynamic charging and discharging profiles, material degradation,
battery aging, chemical reaction, and temperature fluctuations would
diverge the accuracy of SOC estimation. Deep learning has proven to
become an efficient method for SOC estimation in EVs due to its strong
computational capabilities, enhanced generalization performance, and
excellent accuracy under dynamic loading profiles. Therefore, this
study proposes the use of the gated recurrent unit neural network
(GRUNN) for estimating SOC in lithium-ion batteries. The best hy-
perparameters of GRUNN that enable improving SOC accuracy are
found using gravitational search optimization (GSA). To evaluate the
functional sustainability of the suggested method, a full battery test
bench model is created and accordingly, robustness of the proposed
approach is verified under diverse EV drive cycles and aging impacts.
The effectiveness of the proposed approach is evaluated by comparing
with several existing approaches. The results demonstrate that the sug-
gested method archives SOC error and RMSE in EV driving cycles and
ageing effects below 5% and 2%, respectively. The excellent outcomes
obtained by the proposed method would certainly enhance the battery
charging and discharging profile and EV performance.
Keywords: Electric vehicles, lithium-ion battery, state of charge, algo-
rithm, optimization.

Highlights

• Efficient SOC estimation in EVs using GRU neural networks.

• Robust performance under diverse EV drive cycles and aging
effects.

• Achieving SOC error below 5% and RMSE below 2% in testing.
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1 Introduction

Globally, the advancement of lithium-ion battery storage
system in terms of composition, functionality, cost, and life
cycle has drawn the huge attention among the researchers
. An extensive investigation has been carried out on the
problems and challenges related to state of charge (SOC)
assessment, battery charging and discharging control, tem-
perature management, fault diagnostics, and battery pro-
tection [1]. The research on batteries with lithium-ion has
evolved significantly over the past ten years, notably in
China, the United States, South Korea, and Japan, accord-
ing to the Web of Science (WoS) database, which supports
the significance of lithium-ion battery storage systems, as
denoted in Fig. 1 [2]. In recent years, there have been a

Fig 1. WoS publication on lithium-ion battery storage
system

rapid expansion in the applications of lithium-ion battery
storage system in the automobile sector due to their in-
creased storage capacity, longer lifespan, and lower cost
[3]. Due to its significant potential for reducing the impacts
of global warming and carbon emissions, EVs integrated
lithium-ion battery storage systems are observed as the
promising substitute for diesel-based cars. The EVs have
gained popularity as a mode of transportation due to its
high engine efficiency, minimal noise production, and zero
carbon emissions [4]. The forecast of lithium-ion battery
storage system in the automotive industry is presented in
Fig. 2 [5].
SOC in BMS has drawn considerable attention for its re-
search impacts in the last decades. SOC stands for the
amount of power a lithium-ion battery has delivered to
power a vehicle [6]. Battery life is increased and overcharg-
ing, over-discharging, and overheating are prevented by

Fig 2. The anticipated use of lithium-ion batteries in EV
industry.

using a reliable and accurate SOC assessment technique
[7]. Nonetheless, SOC estimation for lithium-ion battery
is an internal state that is affected by electrochemical re-
actions and non-linear properties. Current SOC estimate
techniques suffer from several key issues, including tem-
perature fluctuations, sluggish convergence, expensive
computations, poor noise tolerance, and the use of an in-
correct battery model. To improve the performance of the
lithium-ion BMS, an enhanced SOC estimate method must
be developed.

2 Theoretical Framework of SOC Al-
gorithm

2.1 Gated Recurrent Unit Network

The gated recurrent unit (GRU) network is a subclass of a
recurrent neural network (RNN) with gate characteristics
which was introduced in 2014 [8]. For information trans-
mission in the GRU network, a hidden state replaces the
cell state. Furthermore, the structure of GRU contains an
updating gate, a reset gate, but not a forget gate like the
LSTM network does, as shown in Fig. 3. In comparison to
the LSTM network, the GRU network has fewer parame-
ters. is described in the following sections. The expression
for the update gate is given as:

zt = σ (Wz [ht−1, xk]) (1)

where Wz is the weight matrix for the update gate and σ()is
the sigmoid activation function. The data for the t-1 units
prior is stored in ht−1. By combining Wz [ht−1] and
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Wz [ xk] , the result is squeezed between 0 and 1. The
revised gate aids the model in selecting the appropriate
historical data to be carried forward. The reset gate also
decides that the contents of previous information are for-
gotten. The following is a representation of the reset gate’s
(rt) expression:

rt = σ (Wr [ht−1, xk] + bo) (2)

where the sigmoid activation function σ() is present. The
reset gate’s weight matrix parameter is Wr. The reset
gate’s bias vector is designated as bo. The following candi-
date hidden state (ht), is obtained by integrating the reset
gate’s output with a typical latent state updating method.

ĥk = tanh (Wo [rt ∗ ht−1, xk]) (3)

where Wo is the weight parameter and tanh is the acti-
vation function. Utilizing the Hadamard (elementwise)
product operator, the expression is calculated in order to
further identify the data that needs to be removed from
earlier steps. The network then computes output (ht),
which transmits the data from the current network to the
following network. Update gate (zt) expression is written
as,

ht = (1− zt) ∗ ht−1 + zt ∗ ht (4)

where zt is the output of the update gate.

Fig 3. Structure of a gated recurrent unit network

2.2 Gravitational Search Algorithm

GSA is used to find the best solution in any complicated
system using the theroy of physics-based computational
methods. GSA is superior to other optimization methods
in terms of simplicity, quick learning, low training error,
and superior generalization performance. Additionally,
GSA provides better solutions and does not experience

problems such as inappropriate learning rate, local min-
ima, or overfitting.
The motion and law of gravity are applied to form the
foundation of GSA. According to the GSA principle, A
force is inversely related to the square of the distance
between two objects and directly proportional to their
masses, as expressed in the following equation [9].

F = G
M1M2

R2
(5)

where F is the gravitational strength, G is the gravitational
constant, M1 and M2 are the first and second particles’
respective masses, respectively and R is their separation
from one another. Newton’s second law states the follow-
ing relationship between a particle’s mass, F, force, and
acceleration, a:

a =
F

m
(6)

The gravitational constant, G(t0), and the ratio of the ini-
tial time t0 and the actual time t0 are used to determine
the constant of gravitation, G (t)

G (t) = G(t0)×
(
t0
t

)β

β < 1 (7)

The positions of the N number of the agents are initialized
shown as follows:

Xi =
(
X1
i , . . . . . . .Xd

i , . . . . . . Xn
i

)
, for i = 1, 2, . . . , N (8)

where, n is the space dimension and Xdi is the position of
i− th agent in the d− th dimension. The mathematical
expressions for the masses of each agent with regard to
the best and worst value are presented as,

best (t) = minfitj (t) (9)

Worst (t) = maxfitj (t) (10)

mi (t) =
fiti (t) −Worst (t)

best (t) −Worst (t)
(11)

Mi (t) =
mi(t)∑N
j=1mi(t)

(12)

The velocity, vand position, x are updated using total force
F and acceleration,

G (t) = G0e
(−αt/T) (13)

Fdij (t) = G (t)
Mpi×Mαj

Rij + ε

(
Xd
j (t) −Xd

i (t)
)

(14)

Fdi (t) =
∑

j∈Kbest,j̸=i

randjF
d
ij (t) (15)
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ad
i (t) =

Fdi (t)

Mi(t)
(16)

vdi (t+ 1) = randi × vdi (t) + ad
i (t) (17)

xdi (t+ 1) = xdi (t) + vdi (t+ 1) (18)

3 Experimental Arrangement and Data
Preparation

3.1 EV Drive Cycle Data

Centre for Advanced Life Cycle Engineering (CALCE) [10]
is renowned to conduct the lithium-ion battery experimen-
tal tests. In CALCE, various experiments and EV drive
cycles dataset are generated. Three popular EV driving
cycles such as the Federal Urban Drive Schedule (FUDS),
Dynamic Stress Test (DST), and US06 highway drive sched-
ule are employed in this study to test the resilience of the
proposed approach. The amplitude and duration of the
current profiles for these driving cycles vary widely. A
cycle lasts 360, 1372, and 600 seconds for DST, FUDS, and
US06, respectively [11]. The current and voltage signals
of DST, FUDS, and US06 are recorded in each second to
determine SOC at 25°C.

3.2 Battery Experimental Tests

3.2.1 Type of Lithium-ion Battery

In this work, two distinct lithium-ion battery cell chemistries
such as lithium nickel cobalt aluminium oxides (LNCA)
and lithium nickel manganese cobalt oxides (LNMC) are
employed. LNCA uses a Panasonic NCR18650B lithium-
ion battery cell. The cathode of this battery is comprised
of LiNiCoAlO2, and its rated capacity is 3200 mAh. Max-
imum discharge current for this battery is 2C (6400 mA).
The cut-off voltage is 2.5 V, whereas the usual voltage is
3.6 V [12]. The CC-CV technique, also known as constant
current-constant voltage, is used to charge the battery. On
the other hand, testing is carried out using Samsung’s
ICR18650-26F batteries where Graphite serves as the an-
ode and LiNiMnCoO2 (LiNMC) serves as the cathode in
the creation of this battery. The test battery has an initial
voltage of 3.7 V and a capacity of 2600 mAh. The max-
imum charging and discharging current are denoted as
2600 mA, and 5200 mA, respectively. The charging voltage
and cut-off voltage are assigned as 4.2 V and 2.75 V, respec-
tively [13]. Table 1 presents the specification of lithium-ion
batteries that are used for SOC estimation.

Table 1. Lithium-ion Battery Specification

Parameters LiNiCoAlO2 LiNiMnCoO2

Nominal Capacity (Ah) 3.2 2.6
Nominal Voltage(V) 3.6 3.7
Min/Max Voltage(V) 2.5/4.2 2.75/4.2

Charging Method CC-CV CC-CV
Charging Time(hours) 4 3
Charging Current(mA) 1625 1300

Specific Energy (Wh/kg) 200-260 150-220
Lifespan(cycle) 500 1000-2000

Fig 4. Schematic illustration for test bench model for
battery experiments tests

3.2.2 Test Bench Model of Battery

Two components combine to create a test bench model: a
hardware component and a software component. Figure
4 displays a schematic representation of the test bench
model of lithium-ion batteries for SOC estimation. The
NEWARE battery testing system (BTS)-4000, LNCA, and
LNMC batteries represent the hardware component. BTS
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software version 7.6 and MATLAB 2019a are two of the
software components that are set up on the host computer.
An RS485 port connects the BTS-4000 measurement sys-
tem, and a TCP/IP port connects to a host computer.
Batteries LNCA and LNMC are connected to separate
BTS channels. Once the necessary software function has
been obtained from BTS software, the lithium-ion battery
experiment will begin. The battery experimental test pro-
ceeds using the BTS program under various charge and
discharge current loads. The LNMC and LNCA battery
charging and discharging is controlled by the control unit
of the NEWARE BTS-4000 with BTS software version 7.6
while maintaining the threshold of voltage and current
scales prescribed by the manufacturer. Then, the MATLAB
2020a program is employed to run the coding and training
operation.

3.3 Aging Cycle Test

It is critical to understand how the battery works follow-
ing a few aging cycles. Typically, when batteries age,
their capacity declines. However, different lithium-ion
battery types exhibit varied patterns of capacity deteriora-
tion. Two aging cycle milestones, 100 and 200 cycles, were
selected to test the accuracy and reliability of the approach
suggested. The steps of a single aging cycle are shown in
Fig. 5. The steps of aging process of lithium-ion battery
are explained as follows.

1. Fig. 4. Flowchart CC-CV technique is applied to
fully charge the battery.

2. In the case that the battery is fully charged, proce-
dure 3 will start; otherwise, step 1 will repeat.

3. Allow the lithium-ion batteries to rest for 15 minutes.

4. The battery is discharged at a constant rate of 1 C
until the battery voltage reaches the lowest cut-off
voltage.

5. The lower cut-off voltage of battery is examined. If
the battery falls below the minimum threshold value,
the aging cycle will stop; otherwise, step 4 will begin
again.

6. The battery will rest for one hour after one aging
cycle is finished.

7. For the second aging cycle test, step 1 will restart.
The process will continue till the predetermined cy-
cles are completed.

Fig 5. Flowchart of one aging cycle test

3.4 Training and Testing Dataset

The entire dataset is split into two parts such as training
and testing after completion of the experimental teats and
data measurements. The cross-validation approach is used
to divide the data among testing and training phases in a
random manner [21]. Through appropriate data normal-
ization, the training data can be strengthened and made
more effective. Data normalization has the ability to speed
up convergence and remove negative effects., accordingly,
the input dataset used in this investigation was normal-
ized to the range [-1,1].

a′ =
2 (a− amin)

amax − amin
− 1 (19)

where, the maximum and minimum value of input vector
a are represented by amax and amin.

3.5 Objective Function and Model Parameter
Setting

The objective function of GRUNN is used to determine
the lowest possible errors through an iterative process that
produces the ideal hyper-parameter values. Due to the
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large sample size and randomly distributed nature of the
SOC error prediction, root means square error (RMSE)
was used as the objective function in this study [22]. The
following equation is used in establishing the objective
function,

ObjectiveFunction = min (RMSE)

= min

√√√√ 1

n

n∑
i=1

(SOCai − SOCesi)
2


(20)

where, the actual value and the estimated value are de-
noted by SOCaand SOCes, respectively and n represents
the number of observations. The following hyperparame-
ter values of GRUNN are used: learning rate drop factor
[0, 1], learning rate drop period [1300], number of hidden
layer neurons [50, 200], starting learning rate [0.0001,0.1],
number of periods [1000], performance objective [0.000001].

3.6 SOC Performance Evaluation

The effectiveness of the proposed GSA-based GRUNN
model is examined using various statistical error terms.
The SOC is calculated and compared with the reference
value. The mathematical formulas for the different statisti-
cal errors are given as follows:

SOC error = SOCa − SOCes (21)

MSE =
1

n

n∑
i=1

(SOCai − SOCesi)
2 (22)

MAE =
1

n

n∑
i=1

(SOCai − SOCesi) (23)

SD =

√√√√ 1

n− 1

n∑
i=1

(
SOCerror − ¯SOCerror

)2 (24)

where ¯SOCerror denotes the average value of SOC error.

4 Execution of GSA Based Gr Unn
Framework for SOC Estimation

The following steps are used for finding the best values
of hyper-parameters of GRUNN algorithm using GSA for
SOC estimation., as shown in Fig. 6.

1. First, a collection of parameters, including the pop-
ulation size (agent), iteration count, and boundary
limit of the hyper-parameters of the GRUNN algo-
rithm, are used to build the GSA algorithm.

Fig 6. Flowchart of GSA based GRUNN algorithm for
SOC estimation

2. Hyper-parameters that are positioned inside the bound-
ary range are assigned at random to the location of
the agent.

3. GRUNN algorithm training process and activation
function are implemented to train the data of hyper-
parameters.

4. The objective function of each agent is assessed.

5. The best, and worst position of the agent is updated
using equations ??.

6. The gravitational constant, force, acceleration and
velocity of agent are determined using equations ??,
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respectively.

7. The agent velocity and position are updated using
expressions ??.

8. To reassess the objective function of GRUNN, the
training process and activation function are both
employed.

9. The lowest value of the objective function is used to
determine the ideal agent position and velocity. The
optimal value of the hyper-parameters is determined
by the minimal value of objective function.

10. In the last stage, SOC is calculated using a GRUNN
algorithm and the proper hyper-parameter values.

5 Results and Discussions

Fig 7. SOC estimation results using FUDS testing and
DST training

5.1 SOC Validation Under Diverse EV Drive
Cycles

The robustness and generalization capability of the GSA
based GRUNN approach for SOC estimation utilizing var-
ious testing drive cycles is explained in this section. SOC,
SOC error, and various error rates are used to showcase
the results. Firstly, DTS driving cycle is used to execute

Fig 8. SOC estimation results with DST training and US06
testing

Fig 9. SOC estimate results with US06 training and FUDS
testing

the GSA based GRUNN algorithm during training. After
that, FUDS drive cycle dataset is used to validate the sug-
gested strategy. It is noticed from Fig.7 that the SOC line
under investigation by the GSA based GRUNN approach
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Table 2. SOC Performance Assessment in Different Testing Dataset.

Train Test RMSE (%) MSE (%) MAE (%) MAPE (%) SD (%) SOC error (%)

DST FUDS 1.5452 0.0239 1.3274 5.1465 1.3287 [- 1.89, 3.18]
DST US06 1.6264 0.0265 1.4151 5.0289 1.4275 [- 3.23, 0.36]
US06 FUDS 1.7236 0.0428 1.5171 7.0448 2.1223 [- 4.77, 4.59]

Fig 10. Performance of the LNCA battery after 100 age
cycles (a) SOC (b) SOC error.

is identified to be closely matched with the reference SOC
values. The SOC error range is limited to [-1.89%, 3.18%].

The adaptability of GSA based GRUNN algorithm is fur-
ther assessed using DST drive cycle as the training dataset
and US06 drive cycle as the testing dataset, as shown in
Fig. 8. The findings are satisfactory as the SOC error is
minimal, with a range of [-3.53%, 0.26%]. In addition, with
RMSE and MAE error rates are estimated to be 1.6574%
and 1.4051%, respectively.

In addition, the accuracy of GSA based GRUNN approach
for SOC estimation is evaluated with the FUDS drive cycle
after training with the US06 drive cycle. The results are
satisfactory with the SOC error of [- 4.77%, 4.59%] and
RMSE and MAE of 2.125% and 1.5171%, respectively, as
denoted in Fig. 9. The findings demonstrate the excellent
resilience of the GSA based GRUNN approach against the
various testing datasets. As stated in Table 2, the outcomes
are evaluated in terms of several performance metrics.

Fig 11. Performance of the LNMC battery after 100 age
cycles (a) SOC (b) SOC error.

5.2 SOC Estimation Under Aging Cycles

The investigation of the performance of SOC under aging
cycles is shown in Figures 10and 11. MAE for a LNMC
battery is estimated to be 0.6108% at 100 cycles. In terms
of accuracy, the LNMC battery outperforms the LNCA bat-
tery, with a SOC error range of [-7.05%, 1.65%] as opposed
to [-1.92%, 2.89%] for the LNCA battery.

As shown in Figures 12 and 13, the SOC assessment of
LNCA and LNMC batteries is further examined through
200 aging cycles. Deep cycling of a LNCA battery is found
to drastically reduce its accuracy. According to the find-
ings, RMSE and SOC error boundaries of LNCA battery
were determined to be 3.4814 % and [-9.84%, 9.77%], re-
spectively. on the other hand, LNMC battery provides
exceptional SOC estimation results during heavy aging
cycle with RMSE and SOC error limits of 1.2876 % and [-
4.84%, 4.91%], respectively. Table 3 displays the results of
SOC estimation for various EV drive cycles.
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Table 3. SOC Estimation under different aging cycles

Aging Cycle Battery RMSE (%) MAE (%) SD (%) SOC error (%)

100 LNCA 2.5507 2.1315 2.4658 [-7.05, 1.65]
LNMC 0.7917 0.6108 0.7845 [-1.92, 2.89]

200 LNCA 3.4814 2.9813 3.3485 [-9.84, 9.77]
LNMC 1.2876 0.9606 1.2586 [-4.84, 4.91]

Table 4. A comparison between the proposed approach and existing SOC estimation approaches

Method Refs. Test battery Validation Profile Temperature Error rate
Recurrent Neural Net-
work (RNN)

[24] LiFePO4 and LTO Pulse charging and
discharging

0°C, 10°C,
25°C and 40°C

RMSE 0.31% 0.41%
for LiFePO4 battery
RMSE 0.41% 0.43%
for LTO battery

Deep neural network
(DNN)

[20] 2.9 Ah Panasonic
LiNiCoAlO2

FUDS 0°C, 10°C, and
25°C

MAE 1.85% FUDS

Adaptive neuro fuzzy
inference system (AN-
FIS)

[25] 40 Ah, 36 Lithium-Ion
cells

Charging and dis-
charging currents (i)
57 A, (ii) 68 A

Temperature
range from -30
°C to 55 °C

MSE 3.4% in 57 A
MSE 5.6% in 68A

ANN + UKF [23] 2.3 Ah LiFePO4 (i) US06 (ii) FUDS 0°C to 50°C RMSE 2.5% in US06
RMSE 1.4% in FUDS

Proposed approach LNCA and LNMC (i) DST (ii) FUDS (iii)
US06

25°C RMSE < 1.7 % in
US06 RMSE <1.8% in
FUDS

Fig 12. Performance of the LNCA battery after 200 age
cycles (a) SOC (b) SOC error.

5.3 Comparative Analysis

Current state-of-the-art SOC estimation strategies are com-
pared to the GSA-based GRUNN approach to validate

Fig 13. Performance of a LNMC battery after 200 aging
cycles (a) SOC (b) SOC error.

the accuracy and resilience, as shown in Table 4. Under
a variety of lithium-ion battery types, drive cycles, and
temperature conditions, it has been found that the GSA-
based GRUNN method for SOC estimation is superior to
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the existing SOC estimation methods. For instance, deep
neural network algorithm computes MAE to be under
2% in FUDS drive cycle [13]. Nevertheless, the proposed
method computes RMSE to be below 1.8% in FUDS cy-
cle. In addition, The RMSE of the unscented Kalman filter
(UKF) approach based on artificial neural networks (ANN)
in the US06 cycle is 2.5 %. [23]. However, the suggested
model offers outcomes that are more accurate, with an
RMSE of 1.6264% in the US06 cycle.

6 Conclusion

In this study, a GSA based GRUNN approach is proposed
to enhance the accuracy of SOC estimation. The best hyper-
parameters are investigated using GSA, including learn-
ing rate, hidden neurons, learning rate drop, and learning
rate drop period. Battery aging cycles and various EV
driving cycle datasets are used to evaluate the developed
model. Under various testing datasets, the robustness
of the suggested approach is verified. According to the
results, under all drive cycle circumstances, GSA-based
GRUNN outperforms exiting SOC estimation methods by
achieving a lower error rate, indicating RMSE below 1.8%
and SOC error below 5%. Additionally, the suggested
model performs efficiently under various aging cycles,
with MAE in LNMC and LNCA batteries being under 1%
and 3%, respectively. The applicability of the suggested
in online BMS applications is further demonstrated by
a comparative study using the most recent SOC estima-
tion technique, which demonstrates reduced error rates in
comparison to RNN, DNN, ANFIS, and UKF. By creating
hardware for the loop test, the suggested work may be
expanded even further.
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