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Abstract

Intracranial Bleeding also known as Intracranial Hemorrhage (ICH) is
a severe issue for human beings and the most common cause of it is
trauma. Majorly ICH occurs due to hypertension and around 2.5 per
10,000 people get affected by one of its subtypes. The human brain
consists of lots of soft tissue and nerves, that’s why it is so tough to find
affected areas within the shortest period and to apply proper treatment
or medication for a radiologist by analyzing the Computed Tomog-
raphy (CT) images. In addition to ICH treatment being expensive, a
densely connected convolutional network (DenseNet-169) model is
recommended to accurately detect the damaged region quickly and
affordably to facilitate the treatment of the patient. All were private
and inaccessible, with the exception of the CQ500 and the Radiological
Society of North America (RSNA) datasets about ICH. In our study,
we employed stage-2 of the RSNA dataset, which comprises 121,232
test images and 752,803 training images. Phase-1 and phase-2 are the
two stages of the dataset. Among the various preprocessing techniques,
image type conversion, resizing, and normalization were performed on
the dataset. During the learning phase of our model, for hyper-tuning,
a portion (30%) of training data was utilized as validation data. The
test data was then used to evaluate the model’s efficacy, and it was
found that the ICH recognition accuracy of our developed model was
98%. Index Terms— Intracranial Hemorrhage, CT images, DenseNet,
Training, Testing, Recognition, RSNA.
Keywords: Intracranial Hemorrhage, CT images, DenseNet, Training,
Testing, Recognition, RSNA.

Highlights

• DenseNet-169 achieves 98% accuracy in identifying intracranial
hemorrhage

• RSNA dataset with 121,232 test images and 752,803 training im-
ages is utilized.

• Addresses the challenge of quickly and affordably detecting dam-
aged brain regions.
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1 Introduction

Bleeding within the brain or skull is the cause of intracra-
nial hemorrhage, also known as intracerebral hemorrhage
(ICH). The brain has a great deal of soft tissue and is ca-
pable of bleeding both within as well as outside of these
tissues. For a better understanding of the internal struc-
ture, the following figure (Fig. 1) shows a cross-section of
the brain representing the cranial meninges.

Fig 1. Structure of cranial meninges

Depending on where the bleeding began, there are five
different types of ICH: epidural (EDH), subdural (SDH),
subarachnoid (SAH), intraparenchymal (IPH), and intra-
ventricular (IVH). The types of hemorrhage as well as their
location, source, presentation, and other details are shown
in the tables below (TABLE 1 and TABLE 2). Within the
last 4-5 years several pieces of research had been accom-
plished on ICH recognition and classification but most
of them were on private datasets collected from specific
hospital, clinic, or diagnostic center.
On the RSNA and CQ500 datasets, a few studies had been
conducted employing a variety of widely used algorithms,
including VGG-16, CNN, LSTM, ResNet50, Xception, In-
ceptionResNetV2, and InceptionV3. In majority of the
study, feature extraction and classification were carried
out independently using machine learning algorithms and
CNN respectively, which was time-consuming and com-
parably less effective in terms of accuracy and ROC-AUC
value.
Our research makes a recommendation for a DenseNet
model with 169 layers, called DenseNet-169, to help pa-
tients and radiologists in recognition and classification of
ICH so that the abnormality of the affected person can be
diagnosed quickly, cheaply, and more efficiently.

Table 1. Intra-axial hemorrhage with normal one

Parameters Normal Intraparen-
chymal

Intraventr-
icular

Location ——— Inside of
the brain

Inside of
the

ventricle

Imaging
Mechanism ——— Arteriovenous

malforma-
tion,

malignancy,
high blood
pressure,

trauma, etc

Possibly
linked to

intra-
parenchy-
mal and

subarach-
noid

hemor-
rhages

Source ——— Vascular or
arterial

Vascular or
arterial

Presentation ——— Acute(unex-
pected

headache,
nausea and
vomiting)

Acute(unex-
pected

headache,
nausea and
vomiting)

2 Literature Review

Several classification systems have been proposed to cate-
gorize ICH based on various factors, including location,
size, and underlying causes. The researchers used just ma-
chine learning methods in the early stages of ICH identifi-
cation. Deep learning methods are now widely employed
in medical image analysis, including ICH recognition and
classification. In a recent study, Manikandan Rajagopal
et al. [1] focused on the implementation of hybrid deep
neural networks for cerebral hemorrhage detection. Their
research established Conv-LSTM, a type of hybrid deep
learning system that combines long short-term memory
(LSTM) with convolution neural networks (CNNs) having
an accuracy of 95.14%.
Xception, InceptionV3, InceptionResNetV2, ResNet50, VGG16,
and Xception were the five deep learning models that Mo-
hammed Ammar et al. [2] compared using the RSNA
dataset. Based on the obtained results, the VGG-16 ar-
chitecture performed 96% more accurately than the other
models. A variety of techniques developed using machine
learning as well as deep learning were used in several
studies [2]–[12] to help radiologists diagnose the ICH and
its different types more quickly. The researchers in [13]
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Table 2. Extra-axial hemorrhage

Parameters Subarachnoid Subdural Epidural
Location Between

the
arachnoid

and the pia
mater

Between
the Dura
and the

arachnoid

Between
the dura
and the

skull

Imaging
Mechanism Arteriovenous

malforma-
tions or

rupture of
aneurysms
or trauma

Trauma Trauma or
after

surgery

Source Predominantly
arterial

Venous
(bridging

veins)

Arterial

Presentation Acute
(worst

headache of
life)

May be
insidious

(worsening
headache)

Acute
(skull

fracture
and altered

mental
status)

proposed a combination of a convolutional neural net-
work model (CNN) along with a long short-term memory
(LSTM) technique to aid in the detection and classification
of ICH, which achieved a loss in the range of 0.07528 as
a multi-label logarithmic (or 93%–94% in accuracy). A re-
search project that employed computed tomography (CT)
scans to automatically detect and test for trauma-related
brain lesions was also completed by Vidhya V. et al. [14].
The model, developed in [15], had an AUC of 0.94 and
was designed to automatically identify radiological data
with minimal effort and expenditure. The researchers
used a combination of an LSTM, a 1D CNN, and a logistic
function in order to achieve the performance. In a study,
Ajay Patel et al.[16] created a hybrid network that included
CNN with bidirectional LSTM in the same year, and the
achieved ROC-AUC value was 0.96. Another study by
Sui Paul Ang et al. [17] had been accomplished on the
segmentation of human brain tissue. They developed a
batch-by-batch deep learning algorithm in their study to
segment the tissue of the human brain, and the approach
was able to reach 84.04% of the expected classification rate.
Numerous researchers conducted surveys and reviews
of the literature in [18]–[21] on the topic of ICH recogni-
tion. They shared the information they gathered as well as

helpful recommendations. In our study, we attempted to
improve recognition and classification performance in the
shortest amount of time, despite the existence of numer-
ous studies on ICH, in order to benefit radiologists and
patients.

3 Proposed Methodology

We suggest an approach that is comprised of several key
steps connected in a sequential fashion. The flow chart
(Fig. 2) illustrates our suggested methodology’s flow pat-
tern.

Fig 2. Flow diagram of proposed methodology

Fig 3. Block diagram of our implemented model

DenseNet-169 was utilized to identify and classify ICH,
which was the aim of our experiment. The accompanying
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diagram (Fig. 3) shows the operating framework of the
deployed model.

According to the working flow, the model receives im-
ages that have been preprocessed as input and runs them
through a sequence of dense blocks (which include several
convolutional layers) and transition blocks (which include
a batch normalization, a rectified linear unit, an average
layer of pooling as well as a convolutional layer). In or-
der to provide the desired result, our developed model
processes the result obtained from the most recent dense
block (Dense Block-4) using the layer that is fully con-
nected, softmax operation, and a global average pooling
layer. The accompanying table (TABLE 3) shows the inter-
nal organization of our implemented model.

Table 3. Internal architecture of implemented model
Layers Output Size DenseNet-169

Convolution 112×112 7×7 conv, stride
2

Pooling 56×56 3×3 max pool,
stride 2

Dense Block-1 56×56
{

1× 3 conv
3× 3 conv

}
×

6
Transition Layer

1
56×56 1×1 conv
28×28 2×2 average

pool, stride 2

Dense Block-2 28×28
{

1× 3 conv
3× 3 conv

}
×

12
Transition Layer

2
28×28 1×1 conv
14×14 2×2 average

pool, stride 2

Dense Block-3 14×14
{

1× 3 conv
3× 3 conv

}
×

32
Transition Layer

3
14×14 1×1 conv

7×7 2×2 average
pool, stride 2

Dense Block-4 7×7
{

1× 3 conv
3× 3 conv

}
×

32

Classification 1×1 7×7 global
average pool

1000 1000D fully
connected,

softmax

3.1 Input Image

The RSNA phase-2 datasets were utilized in the research
we conducted, and the initial image size was 512×512×3
which is reduced to 224×224×3 by the resizing operation
to feed by DenseNet-169.

3.2 Convolution and Max Pooling Layer

A neural network made up of convolutional neurons is
mostly made up of the convolution layer. This layer com-
pares the output image with a limited set of filters or ker-
nels to carry out the convolution operation. Finally, the
layer takes the most noticeable features from the given
input image and outputs a feature map. The feature map
gets smaller depending on the layer of max pooling. The
graphic below (Fig. 4) illustrates a 3×3 maximum pooling
operation with stride 2.

Fig 4. Max pooling operation

Only the maximum values are selected by this operation
and thus the image gets sharpened since the most signifi-
cant features are retrieved.

3.3 Dense Block

The uniformity of size required for the feature map is
an essential part of the interconnectivity between each
convolution layer inside a dense block. The dense block is
taken into account as a module by us. In the model that we
recommended, there were four dense blocks: Dense Block-
1, Dense Block-2, Dense Block-3, and Dense Block-4. The
accompanying figure (Fig. 5) illustrates the layer-to-layer
interconnectivity inside a densely packed block.
Once all of the layers that have come before within a dense
block have been successively concatenated, the resultant
feature maps can be expressed using the following equa-
tion:

xl = Hl ([x0, x1, x2, ..., xl−1]) (1)

The attributes, index, and non-linear function of the lth
layer are represented by the symbols xl, Hlandl, in this
instance.
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Fig 5. A dense block of three layers growing at a rate of
k=3 [18]

3.4 Transition Block

A block consisting of convolution, average pooling, recti-
fied linear unit, and batch normalization is referred to as a
transition block. A transition block’s structure is depicted
in the below figure (Fig. 6).

Fig 6. Architectural design of a transition block

The feature maps are down sampled using blocks that are
situated in between two consecutive dense blocks. Transi-
tion Blocks-1, 2, and 3 are the three transition blocks that
our model makes use of.

3.5 Global Average Pooling

Numerous deep learning and machine learning algorithms
frequently suffer from the over fitting issue. In order to
solve this issue, fewer parameters must be used, which
calls for the use of a pooling operation. With the goal of
reducing dimensionality, the pooling of global averages
(GAP) is an operation of pooling that keeps going unless
it attains one dimension in space.

3.6 Fully Connected Layer

In our implemented model, the fully connected also known
as FC layer, which is an essential component of CNN ar-
chitecture, is placed adjacent to the layer of the pooling of
global average. This layer learns to associate the identified

features with a specific label after the features are sepa-
rated. Every neuron in the layer is linked to each of the
other neurons above and below, much like in an artificially
generated neural network (ANN).

3.7 Softmax Function

A kind of activation function that is widely used in the
last layer of multi-class classification is the normalized
exponential function, frequently referred to as a softmax
function or softargmax. It takes a row of CNN outputs
and turns it into a probability vector.

4 Results and Discussion

The phase-2 of RSNA dataset, which was obtained from
Kaggle, was used in our investigation. In our dataset,
there were 107933 aberrant data points in the train part.

Fig 7. Bar graph for subtypes of ICH with exact count

Considering an initial rate of learning of 1.25 x 10-4, the
model that we suggested had been trained for 50 epochs.
The type-wise ICH data with an exact count is shown in
the above figure (Fig. 7). Preprocessing methods such
as image type conversion, resizing, and normalization
are employed on the data before using it as input for the
model. The resulting images from all of the actions per-
formed are displayed in the corresponding figure (Fig. 8
(a), (b) and (c) respectively).

Type
conversion

Background
removal

DICOM image JPG image
(a) Image type conversion
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Resizing

512×
512to224×

224
Before After

(b) Image resizing

To

normaliza-
tion

Original image Normalized image
(b) Image resizing

Fig 8. Preprocessing operation.

To perform well, a model needs to be properly trained
during the training phase. The accuracy and loss metrics
are used to assess a classifier’s performance. Fig. 9 and
Fig. 10 display the efficiency of our implemented method
during the training phase respectively.

Fig 9. Train vs. validation accuracy curve

Numerous metrics, such as weighted average, accuracy,
macro, and micro averages, are used to evaluate the per-
formance of a multi-class classification task. The values
of true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN) were used to calculate the re-
sults for precision, recall, and f1-score. Our implemented
model yields the following set of matrices of confusion for
every ICH subtype, shown in Fig. 11 (a), (b), (c), (d) and

Fig 10. Train vs. validation loss curve

(e) respectively.

(a)Epidural hemorrhage

(b)Subarachnoid hemorrhage
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(c)Subdural hemorrhage

(d)Intraparenchymal hemorrhage

(e)Intraventricular hemorrhage

Fig 11. Confusion matrices for ICH subtypes

The effectiveness of our suggested approach are shown in
TABLE 4 and Fig. 12 respectively

Table 4. Performance metrics for densenet -169
Parameters Precision Recall F1-score Support
epidural 0.99 0.89 0.94 5010
intraparen
chymal

0.96 0.91 0.94 11506

intraventri
cular

0.93 0.91 0.92 8909

subarachnoid 0.94 0.91 0.92 10241
subdural 0.93 0.89 0.91 11295
accuracy 0.98 46961

micro
avg

0.95 0.86 0.90 46961

macro
avg

0.95 0.90 0.93 46961

weighted
avg

0.95 0.90 0.92 46961

Fig 12. ROC curve for DenseNet-169

The following formulas are used to determine the evalua-
tion metrics for the recommended model:

precision =
TP

TP + FP
(2)

recall =
TP

TP + FN
(3)

F1− score =
2× precision× recall

precision+ recall
(4)
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Micro avg (precision)

=

∑
TP∑

TP+
∑

FP

Micro avg (recall)

=

∑
TP∑

TP+
∑

FN

Micro avg (f1− score)

=
2×

∑
precision×

∑
recall∑

precision+
∑

recall



(5)

Macro avg (precision) =

∑
precision

No. of class

Macro avg (recall) =

∑
recall

No. of class

Macro avg (f1− score) =

∑
f1− score

No. of class


(6)

Weighted avg (precision)

=

∑
precision× support∑

support

Weighted avg (recall)

=

∑
recall× support∑

support

Weighted avg (f1− score)

=

∑
f1− score× support∑

support



(7)

TABLE 5 and Fig. 13 below represent a comparison be-
tween our obtained results and those of other comparable
works respectively.

Fig 13. Comparison of related works with DenseNet-169

Table 5. Comparison of related works
Authors Applied Model Accuracy

Manikandan
Rajagopal et al.

[1]

Conv-LSTM 95.14%

Mohammed
Ammar et al. [2]

VGG-16 96.00%

Ko Hoon et al.
[3]

CNN-LSTM 93.00%

Tomasz Lewick
et al. [4]

ResNet-50 93.30%

Muhammad
Asif et al. [6]

Res-Inc-LGBM 97.70%

Luis
Cortés-Ferre et

al. [8]

Grad-CAM 92.70%

Maryam
Wardah et al. [9]

Inception,
ResNet-V2 and

ResNet-50

93.77%

DenseNet-169
model

DenseNet-169 98.00%

5 Conclusion

In this study, an architecture for deep learning called
DenseNet-169 was used to address the recognition as well
as classification problem on ICH CT scans. Convolutional
Neural Network (CNN) and Long Short Term Memory
(LSTM) techniques were almost universally employed by
researchers to carry out their investigations and generate
the necessary data. Without it, a large number of them had
to make use of proprietary datasets that weren’t accessible
to the public. The fact that there was still a research gap
and an opportunity to enhance the efficacy of ICH identi-
fication and categorization with its subtypes, despite the
abundance of available data, motivated us to carry out this
work. Our proposed model can achieve better results (Fig.
16) on RSNA stage-2 dataset in the area of ICH recognition
and classification. In the future, we hope to develop asoft-
ware that can identify ICH and categorize different types
of ICH in addition to applying our suggested approach to
other ICH datasets.
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