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Abstract

The use of solar energy is growing in popularity across the globe as a
clean and sustainable energy source. Nevertheless, integrating solar
power into the grid and guaranteeing a steady supply of electricity
is made more difficult by the weather patterns’ tendency to cause
unpredictability in solar power generation. One potential solution to
these issues is the use of machine learning (ML) techniques for short-
term solar photovoltaic (PV) power forecasting. This research looks into
how well various machine learning algorithms work for short-term PV
power forecasting. It also offers a summary of the variables that affect
time-series data performance and suggests high-performance methods.
Long Short-term Memory (LSTM), Support Vector Machines (SVM),
and Artificial Neural Networks (ANN) were tested on an 88,494-item
dataset with 20 features at a 15-minute resolution. As accuracy metrics,
root mean square error (RMSE) and mean square error (MSE) show
that ANNs and LSTM perform better than SVM. The superiority of
the suggested methods is demonstrated by a careful comparison with
recently published results. The reason for the effectiveness of ANNs
and LSTMs is their capacity to represent the complex and non-linear
relationships found in the data. Short-term solar power forecasting is
complex, and SVMs are better equipped to handle linear relationships.
These findings will be a useful guidance for those who intend to work
in the field of PV power forecasting, even though further research is
required to generalize this observation.

Keywords: LSTM, ANN, SVM, principal component analysis, PV
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1 Introduction

BANGLADESH, the ninth most populous country on
earth, has a finite supply of energy. This nation is dealing
with serious energy issues as a result of its recent rapid
development, such as a lack of power and a heavy reliance
on fossil fuels [1]. Renewably sourced energy, particu-
larly solar energy, has garnered more attention recently
as a potential solution to these problems. Nevertheless,
incorporating PV power into the energy mix is severely
hampered by the weather patterns’ tendency to vary solar
power generation [2].
Using machine learning techniques for short-term solar
photovoltaic power forecasting is one possible way to
overcome this difficulty [3]. Machine-learning algorithms
are able to estimate solar power generation with high
accuracy up to several hours ahead of time by evaluating
past solar and meteorological data. This makes it possible
to integrate solar power into the grid more effectively and
use energy resources more efficiently.
Many techniques were tried for forecasting solar power
output, such as Pearson models, k-nearest neighbored,
gradient boosting, and linear regression [4]. The most
popular methods for short-term solar power forecasting
are ANN [5], and LSTM [6], which can precisely antic-
ipate complex, time-varying, and nonlinear PV output
solar power generation. Multilayer perceptron or deep
learning techniques like convolutional neural networks
(CNNs) and support vector machines (SVMs) with mas-
sive datasets and feature selection are used if large area
forecasting is required. Depending on the datasets, these
can be single- or multivariate. Nevertheless, no single
model demonstrates all the details and can be regarded as
a reliable forecasting model. Multiple models need to be
tested and after thorough validation, more accurate model
can be selected.
Data from PV power plants has many features or data
variabilities. These variables allow for the consideration
of a single approach for the same parameters and fea-
ture selection, or the development of a hybrid machine
learning method to forecast PV solar output power us-
ing alternative concepts. For some data, a single model
may be very promising, but it may produce different re-
sults for other data. This occurs when a model that calls
for long features and data is evaluated using short fea-
tures and data. The right model selection can help solve
this issue. ANNs require different dimensional data than
Convolutional Neural Networks (CNNs), which are deep
learning models. Thus, the properties and volume of the
data determine which model is chosen. Support vector
machine (SVM), long short-term memory, and artificial
neural network (ANN) models are examined in this pa-

per. The short-term forecasting models, such as ANN and
LSTM, demonstrated more accurate and promising fore-
casting results than the SVM as the collected data falls into
the category of short datasets and features.
A model’s efficiency is strongly impacted by feature se-
lection. Different feature selection techniques work in
different ways. A well-chosen feature selection technique
can increase forecasting accuracy, reduce overfitting, and
increase processing efficiency. Popular techniques for
short-term solar power forecasting include the correla-
tion method and Principal Component Analysis (PCA) [7].
Every feature selection technique is data-dependent. Now
that different potential models have been evaluated and
compared, a suitable framework is required to identify
short-term forecasting of solar PV power generation. A
framework of this kind is created in this study by selecting
features. With a short datasets and 15-min ahead fore-
casting, LSTM and ANN showed an excellent result that
outperformed the deep learning methods
The following is a list of the contributions made by this
work:

1. A suitable framework for various forecasting models
of solar power is proposed.

2. A summary of the factors influencing the precision
of machine learning-based PV power forecasting is
given.

3. Appropriate feature selection criteria are described.

4. Three well-known machine learning algorithm’s ac-
curacies are thoroughly compared.

The remainder of the document is arranged as follows.
The study model’s core idea and relevant flowchart are
presented in Section 2, along with implementation strate-
gies. Machine learning strategies for predicting and eval-
uation metrics with model development are presented in
Section 3. The proposed and used machine learning mod-
els for short-term forecasting are presented in Section 4.
In Section 5, case studies and a comparison study with
recently published methodologies are presented. Section
6 includes the conclusion and upcoming projects.

2 Procedure

This section explains the different steps of the suggested
model, including the feature and data selection process,
framework, and flowchart for choosing machine learning
(ML) and deep learning (DL) models.
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Fig 1. Machine Learning Selection Method Diagram

2.1 Model Building Method

Figure 1 shows the key steps in predicting solar power
generation with machine learning algorithms. It includes
(i) data collection, (ii) feature selection, (iii) ML model
selection, and (iv) performance evaluation. It offers a
roadmap for developing methodical forecasting models
and enhancing solar power production with accuracy.
Gathering historical weather data is the first step. It con-
sists of sun irradiance, wind speed, temperature, and hu-
midity. Due to their direct impact on solar energy pro-
duction, these climatic elements are essential for accurate
projections. Choosing the dominant features or param-
eters is another essential stage. This lowers processing
requirements, improves model precision, and decreases
the dimensionality of the problem. The most significant
meteorological factors that have an effect on solar power
production are identified as part of the feature selection
process. The next stage is to choose the suitable deep
learning or machine learning algorithm. Choice of this
algorithm depends on the issue at hand, the quantity and
caliber of data accessibility, and the degree of accuracy de-
sired. Several deep learning and machine learning meth-
ods can be evaluated with relevance. Model study is the
final stage where the efficacy of the chosen model is as-
sessed using various metrics, including Mean Absolute
Error (MAE), Mean Squared Error (MSE), and Root Mean
Square Error (RMSE).
A training-testing-validation method is used to increase
the forecasting model’s accuracy. The data is divided into
three sections, with 70%, 80%, 10% used for training, 30%,
20%, 10% for testing, and 5%, 10% validation. On the
validation set, the model’s performance is assessed. If it’s
not up to par, the model can be updated using different

Fig 2. Proposed Method

parameters or an alternative approach. The outcomes of
the old and new forecasting models are compared in or-
der to determine which is the better model. A systematic
method for forecasting solar output is presented in the
flowchart in Figure 1, which enables the development of
accurate and reliable models for optimizing the generation
and distribution of solar power. Through comparison, ap-
propriate models are determined, which can be applicable
for the application and the error analysis.

2.2 The Framework

Figure 2 shows the framework of the proposed method.
First the input datasets are cleaned and pre-processed. It is
then divided into training, testing with proper regulariza-
tion and cross validation. Using ANN, LSTM, and SVM to
train the datasets. For regularization, the ANN employed
the Bayesian technique, the LSTM took the Pearson, and
the fine Gaussian for the SVM. During the training stage,
the algorithm dynamically learns and adjusts its settings
to maximize efficiency. Two hyper-parameters in SVM,
ANN, and LSTM are the hidden neuron layer length and
the coefficient of regularization term, which are modified
based on validation.
The testing is used to assess the trained models. This
framework enables the continuous comparison of differ-
ent machine learning and deep learning strategies, data
scaling and feature selection techniques, required for the
determination of the most effective strategy.

2.3 The Study Data

This research makes use of Australian meteorological and
solar data gathered from Kaggle database, an open-source.
It was collected for a period of over one year with 15-
minute resolution. There are total 88,494 counts with a
total of 20 features including irradiance, temperature, ra-
diation, relative humidity, cloud cover, wind direction,
pressure, precipitation, azimuth angle, incidence angle,
zenith, and other meteorological factors those affects the
performance of PV power generation. The generated PV
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output power varies from 5-3100 KW. This relatively short
dataset is frequently used in academic and research pur-
poses for solar energy forecasting. As part of the prepro-
cessing, the data is closely examined, and any missing
data is corrected.

2.4 Feature Selection and Correlation

Feature selection is the process of choosing and modifying
the characteristics that are most pertinent to the predicting
model. The forecasting algorithm performs better if the
characteristics are carefully chosen and transformed. In
this work, Principal Component Analysis (PCA) is per-
formed that uses an orthogonal transform to convert a set
of possibly correlated variables into linearly uncorrelated
variables [8].

Fig 3. Plot of power generated versus incidence angle

The right choice of pre-processing methods raises the accu-
racy level, which has a bigger effect on accuracy. And PCA
is the most performed methods for solar power forecast-
ing. PCA converts the set of input levels of each output
from the variable into a collection of new levels known as
principal components (PCs), in order to look into poten-
tial methods to minimize the number of inputs. With this
configuration, the correlation between the inputs and out-
puts is chosen, and the data is cleaned. Additionally, each
component’s amplitude shows how much deviation from
the original set it has. The PCs are generated so that they
are uncorrelated and are just combinations of the original
input levels. This only to take the original component
from the dataset and void the null components or reduce
the component size of frequency features for the better
precision of the results.
A dataset can be transformed into a different dimension

using the PCA approach [9]. This transformation is linear
in nature and is accomplished via a variety of statistical
measurements. Principle components are obtained by
computing statistical computational measures such as the
standard deviation, covariance matrix, eigen values, and
eigen vectors of the data set in a methodical way. Proposed
method uses the supervised learning with the back prop-
agation to suppress the unnecessary feature component
backed with PCA. This PCA contains the standardization
of the datasets, compute the covariance matrixes, singular
value decomposition (SVD) Also, in Figure 3, the gener-
ated power against the angle of incidence is displayed as
a symbol of two features in a single frame along with an
initial PCA layout example. The measures’ magnitudes
are indicated by colored dot bars.
These color bars showed the incidence according to the
output of the PV as generated. Other features also been
considered to provide the best use of the system.

2.5 Training and Testing of Datasets

Training and testing for forecasting are shown step-by-
step in Figure 4. This case skips validation, but it is taken
into account in the main model. For the ANN, LSTM, and
SVM models, here, 70%, 80%, and 10% of the data are set
aside for training and 30%, 20%, and 10% for testing each.
For the model, 10-15% validation was conducted.

Fig 4. Diagram for model training and testing

3 Forecasting and Model Development
Issues

This section describes the model development problem in
forecasting.
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3.1 Obtained model development issues

In machine learning, model development depends on in-
put and output parameters. Thus it is very much subjec-
tive to the problem in hand. So one model will not fit
for all. Among the dominant factors affecting accurate
prediction of solar power forecasting are:

1. Weather variables: For accurate predictions of so-
lar output power temperature, humidity and cloud
cover are important.

2. Solar irradiance: Accurate measurement and fore-
casting of solar irradiance are essential for predicting
solar output power.

3. Historical data: Historical solar output power data
are required to train and validate forecasting models.

4. Benchmarking against less capable models.

5. Performance metrics: Different performance metrics
are used to evaluate the accuracy of the solar output
power forecasting models.

3.2 Model Development for PV Systems

Careful data collection, pre-processing, feature selection,
and model development are necessary when building a
PV system model for solar output power projection using
machine learning approaches. The forecasts’ accuracy can
be increased by periodically feeding the models with real-
time data and evaluating how well they perform. Testing
and training the system continuously until the intended
result is achieved. Table 1 displays the input combinations
used in the creation of the PV system model. On occasion,
it could produce corrosive results. This article sets the
required scheme for the PV system window to execute.

Table 1. Input features for PV forecast model
development

Feature type Input feature

Climatic feature Cloud cover, power, tempera-
ture, humidity, wind direction,
speed, and air pressure, among
other factors.

Window type 15-min resolution Window Size.

Output PV Power (KW)

3.3 Model Evaluation Metrics

As mentioned earlier, the efficacy of the chosen model
is assessed using various metrics, including Mean Abso-
lute Error (MAE), Mean Absolute Percent Error (MAPE),
Mean Squared Error (MSE), and Root Mean Square Error
(RMSE).
These can be described through mathematical equations
(1 - 4).

MAE =
1

N

N∑
i=1

∣∣Mj − tj
∣∣ (1)

MAPE =
1

N

N∑
i=1

∣∣Mj − tj
∣∣

Mj
× 100% (2)

MSE =
1

N

N∑
i=1

(
Mj − tj

)2 (3)

RMSE =

√√√√ 1

N

N∑
i=1

(
Mj − tj

)2 (4)

where N is the number of time series point, i is the ith ele-
ment of the projected power of Mj and measured power
tj output values.
MAE measures the average absolute difference between
the predicted and actual values. It’s commonly used in
regression tasks and provides an intuitive understanding
of the average prediction error.
MAPE measures the average percentage difference be-
tween the predicted and actual values. It’s commonly
used in forecasting tasks and provides a measure of the
relative accuracy of predictions.
MSE measures the average squared difference between
predicted and actual value. It penalizes larger errors more
heavily than smaller errors, making it sensitive to outliers.
RMSE is the square root of MSE and represents the stan-
dard deviation of the prediction errors. It’s often used
in regression tasks and provides a measure of the aver-
age magnitude of errors in the same units as the target
variable.
The forecasting model’s objectives and the particular ap-
plication determine which assessment metrics should be
used. It is recommended to use a variety of evaluation
measures to obtain a thorough assessment of the model’s
success.
Overall, RMSE and MSE provide a simple yet effective
way to assess the accuracy of regression models, making
them popular choices in machine learning. This choice
stems from their combination of mathematical proper-
ties, interpretability, and widespread adoption in the field.
Both metrics have a clear statistical interpretation that
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lends credibility to the assessment of model accuracy. Mod-
els with lower RMSE or MSE values are generally consid-
ered better at predicting the target variable.
Other metrics such as the linear connection between the
expected and real numbers is measured by the correlation
coefficient (CC), ranging between -1 and 1, with 1 denot-
ing a perfect positive correlation, -1 a perfect negative
correlation, and 0 denoting no correlation at all. In many
ML/DL uses the volume and organization of the training
data which have a greater impact on accuracy than the
model’s design. Modern machine learning-based tech-
niques frequently have millions of matched parameters,
making them adequately flexible. Finding the appropri-
ate material with the primitive purpose to teach them is
essential. In this study, short parameter datasets are taken
into consideration and tried to obtain the best output with
adequate research.
The raw data were normalized from 0 to 1 using the equa-
tion 5:

xtr =
xte − xmin

xmax − xmin
(5)

where, xtr and xte are the training, and testing data, re-
spectively, xmax, and xminare the maximum and mini-
mum number of testing and training, respectively.

4 Machine Learning Common Mod-
els

For design purposes, several machine learning models,
including ANN, LSTM, and SVM are considered in this
section. The basics of each model are described below.

4.1 Artificial Neural Network (ANN) models

ANN is a powerful computing tool for difficult tasks, as it
exhibits adaptive behavior for complicated and noisy in-
formation. It is capable of handling nonlinear connections.
The working diagram of an ANN is shown in Figure 5.
The basic input/output diagram of an ANN is shown in
Figure 6. Parameters and hyper-parameters affecting the
performance of ANN include: batch size, learning rate,
biases, weights, and other factors. The weight of each node
in the ANN are updated as the learning stage progresses.
Node layers in ANNs consist of input layer with elements
a1,a2, . . . an; one or more hidden layers; and an output
layer. Each node, or artificial neuron, is interconnected
to the other with weights ω1, ω2, . . .ωn and bias. The
output of a node is enabled and information is delivered
to the network’s upper tier when it reaches a certain bias.
If this isn’t the case, then no data is sent to the network’s
next layer.

Table 2. ANN Parameters [10]
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Epoch 1000(Best in 43)
Optimizer Adam

Fig 5. Artificial neural network working diagram

Fig 6. Basic ANN diagram with Activation factor

The algorithm modifies the weights of the hidden and
output nodes when the output approaches the true data
within the parameters of the given threshold [11]. The
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input-output relation is defined by equation 6.

Y = g(

n∑
I=0

wJI ∗ aJ) (6)

where Y and aJ are the output and input of the neuron,
respectively, and wJI is the weight connecting the Jth
and Ith neuron. This suggested model makes use of the
multilayer perceptron and Adam optimizer. The hidden
and output layers use a sigmoid (σ) activation function.
In Table 2, every pertinent ANN parameter is displayed.

4.2 Long Short-term Memory (LSTM)

A Recurrent neural networks (RNNs) variant LSTM is
commonly employed for forecasting time-series data, par-
ticularly solar power forecasting [12], [13]. Because LSTMs
can keep past data in memory, they are particularly well
adapted for this task, which allows them to predict fu-
ture values in time-series data. Seasonality, historical solar
power output, weather patterns, and other factors are only
a few of the elements that LSTMs take into account when
estimating future solar power generation.
Numerous applications, including grid management, en-
ergy trading, and the design of renewable energy sources,
can make use of these projections. Organizations may max-
imize their use of solar energy and make better energy-use
decisions by utilizing the potential of LSTM.

4.2.1 LSTM models

The LSTM is comprised of many cells stacked both hori-
zontally and vertically. A structure of each cell is shown
in Figure 7.

Fig 7. LSTM diagram with the activation function

4.2.2 LSTM Operation

LSTM cell operations are governed by the following equa-
tions [14]:

it = σ (xtWxi + ht−1Whi + bi) (7)

ft = σ (xtWxf + ht−1Whf + bf) (8)

ot = σ (xtWxo + ht−1Who + bo) (9)

c̃t = tanh (xtWxc + ht−1Whc + bc) (10)

ct = ft ⊗ ct−1 + it ⊗ c̃t (11)

ht = ot ⊗ tanh (ct) (12)

Table 3. Parameters of LSTM Model [15]

PARAMETERS VALUE

No. of layers 2
Initial learning rate 0.005
Type of Loss function Cross-entropy
Hidden unit size 200
Optimizer Adam
Drop factor 0.2
Training epoch size 250

Fig 8. Time Series Output Data for LSTM method

Various weights (Wxi, Wxf,Wxo,Whi,Whf,Who) and
bias parameters (bi,bf,bo, bc)of the entire networks are
tuned dynamically by the learning algorithm. The LSTM
network is trained by providing it with a time-series data
x (t) . Two activation functions (i)sigmoidσ (x) =

(1+ e−x)
−1 and (ii)tanh, operating on it produce differ-

ent states of internal nodes - input gate (it), forget gate
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(ft) output gate (ot), input node (c̃t). These temporary
states interacts each other and produces other two states
ct and ht those can capture the time dynamics of the data.
Finally, the model outputs the same time-series x (t+ T)
but at a later time, where T is the forecast horizon. i.e.

x(t+ T) = Lt (x (t)) (13)

The activation function determines whether a neuron should
be stimulated or not, and adds non-linearity to the net-
work.
Other essential parameters are shown in the Table 3. Typi-
cal output of the LSTM with time-series data weather data
is shown in Figure 8.

4.3 Support Vector Machine (SVM)
Support vector machines are a type of supervised learning
technique basically used for regression and classification
issues. SVM also widely used in PV power forecasting.
Depending on historical data and a host of other perti-
nent factors, it can be used to predict future solar power
generation.

4.3.1 SVM Model

Figure 9 shows the basic architecture of SVM, where
x1, x2, . . . . xn represent the input variables for the support
vector machine, K(x, x1),K(x, x2), . . .K(x, xn)represents the
kernel function, ω1, ω2, . . . .ωn is the weights, and B is
the threshold or the bias.
In a nonlinear regression method like SVM, a nonlinear
mapping of the input time series data samples into a wider
function space, which is followed by the execution of a
linear regression in this space.

Fig 9. Basic SVM architecture diagram

It considers the (xi, yi)
N
i=1 training set where xi ∈ Rn is

the input vector and an associated output value is yi ∈ Rn

[16] A generalized form of output equation is given by 14
[17].

Y = f (x) = ω×φ (x) +B (14)

where, φ(x) is the feature inputs of x, and ω ∈ Rn is a
weight vector, and B is bias. This can be reformulated as
equation 15.

R (c) = c
1

n

n∑
i=1

L (diyi) +
1

2
||ω||2 (15)

Here, c is the variable error, n is the observation number,
di is the chosen value, and c 1

n

∑n
i=1 L (di,yi) is the ex-

perimental error for the function f(x), and 1
2 ||ω||2 is the

regularization value [17].

Table 4. Parameters of SVM [18]

PARAMETERS VALUE

No. of feature 20
Initial learning rate 0.005
Cross validation 5%
Kernel function Gaussian
Best perform Fine Gaussian
Kernel scale 1.1
Epsilon Automatic
Data dimension 4213
Power KW

Fig 10. SVM working diagram

4.3.2 SVM working diagram

Figure 10 shows the working diagram used in this study.
Unlike previous other complex ML models used for short-
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Fig 11. ANN without validation at 1000 epoch

Fig 12. ANN with validation

Fig 13. Training Status of ANN

Fig 14. LSTM output data

term PV power prediction, SVM model here acts as a sup-
porting comparison model. Machine learning model selec-
tion for forecasting can have some limitations relating the
nature of data. Table 4 shows working parameters used in
this study with SVM. As the implementation of SVM is the
direct technique computing of kernel function, the main
procedure is Identifying the best division hyperplane that
optimizes the distance between the points of each category
by mapping learning points by a non-linear function to a
large-dimensional space in which the points are linearly
divided. In addition, Table 4 represents the state param-
eters that are required to obtain the RMSE as referred in
the model evaluation metrices section as in the earlier
mentioned LSTM and ANN method. Activation functions
are not used in SVM. The hyperplane that maximizes the
margin between the classes is found in SVMs in order to
establish the decision boundary. SVM is renowned for its
flexibility and capacity to handle non-linear data connec-
tions when compared to ANNs and LSTMs. But failed
to handle time series linear data. This could be problem-
atic for solar power forecasting as weather patterns and
other relevant factors can have long-term impact on so-
lar power generation. SVM can handle high-dimensional
data, which is helpful for solar power forecasting since a
variety of variables, including the weather and previous
production data, which might affect the prediction.
Finally, even though support vector machines (SVM) are
strong algorithms with their own advantages and disad-
vantages, the best technique to utilize for PV power pre-
diction ultimately depends on the data being used.

5 Case Studies and Simulation Results

The simulation was performed on Core-i51035G1 @1.19GHz,
with 24GB RAM. MATLAB 2022a was used to run all the
required simulations. Even though the datasets used for
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Fig 15. with 30 % test data

Fig 16. with 20 % test data

Fig 17. with 10 % test data

training, validation, and testing are the same, each exam-
ple displays unique findings. Azimuth angle, incidence
angle, zenith, temperature, radiation, irradiance, humidity,
wind direction, pressure, cloud cover, SFC precipitation,
generated power in KW, and meteorological factors are
all taken into consideration. Artificial Neural Networks
(ANN) are the first case scenario, followed by Long Short-

Term Memory (LSTM). The training duration was 5 min 23
sec (approx.), and whole computational cost was around
12 min. These two models showed considerable root mean
square error (MSE). Together, they can accurately forecast
the solar PV power generation. Next, the effectiveness of
Support Vector Machine (SVM) in handling small datasets
within a regression context was tested. Unfortunately, it
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Fig 18. Support Vector Machine Linear Responses

was unable to demonstrate accuracy matching with the
two other models that were run.

Fig 19. SVM Fine Gaussian residual diagram

5.1 Case #1 : Artificial Neural Network

In this case the ANN model observations presented where
coefficient, maximum iterations, regularization, hidden
layer size are tuned accordingly and evaluated. Figure
11 shows the prediction without validation where MSE is
0.0019%.
The same ANN model performed much better while equi-
pped with Adam optimizer and Levenberg Marquardt
regularization algorithm. It produces MSE of 0.024803%
at 43 epochs instead of 1000 as shown in Figure 12. This

low MSE suggests that the model can accurately predict
the solar power output for the validation data.
Figure 13 presents the training status of ANN which shows
at epoch 49 of the training stage the gradient is where Mu
= 0.1 indicates that a relatively low momentum value was
used. This may slow down the convergence of the training
process but can help prevent the model from getting stuck
in a local minimum. The valid failure 6 indicates that the
validation error did not improve for 6 consecutive epochs.
This suggests that the model is overfitting to the training
set and has hit its performance limit.

5.2 Case #2 : Long Short-Term Memory

The Adam optimizer with tanh, sigmoid activation func-
tion was taken into consideration when the LSTM model
was running. Table 3 shows that there were 200 hidden
units and that the testing and training epochs were both
250. The study was conducted using the same criteria in
order to ensure a genuine comparison. The output for the
LSTM along with the forecast is seen in Figure 14. The
goal of the procedure was to train the system to provide
better outcomes. In order to get more precise results that
may be correlated, the system was evaluated after being
trained for multiple rounds.
Figures 15, 16, 17 show the training part of the LSTM
models where 30% test shows the RMSE=3.48%, 20% test
shows the RMSE = 5.54% and last 10% test shows the
RMSE=0.27%. The 3rd round training result as shown
in Figure 17 shows is quite promising. To maintain a
similarity with the whole work, after evaluation of this
model, three steps of training and testing was performed.
And 10% test results are shown in this section.

5.3 Case #3 : Support Vector Machine (SVM)

Solar output power was predicted using an complex Gaus-
sian regression model in the SVM simulation. Using the
same data as used for the other two models, and going
through same modeling building, training, and testing
processes, SVM produced an RMSE of 136%. The high
values of RMSE could be attributed to lower datasets and
the result is consistent with the one reported in [19]. The
model was trained using a box constraint, an automatic
epsilon, and a kernel scale of 1.1. With 5% of the data, a
cross-validation was carried out to evaluate the model’s
performance and prevent overfitting. Even though the
RMSE was high, the SVM model with a fine Gaussian
regression performed well overall in predicting solar out-
put power. There may need to be more model parameter
adjustment in order to improve the forecasts’ accuracy.
Figure 18 shows the observations as a blue dot and the
predicted response as a black dot based on all of the data.
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Orange dot in Figure 19 indicates the generated power
in KW, whereas the black dots indicate the predicted re-
sponses. A residual fine gaussian validation result and
the linear responses of the SVM in Figure 18 are shown
in Figure 10 to negate the assertion that a complex model
such as the support vector machine could not achieve bet-
ter accuracy than the ANN, LSTM, or other short-term
techniques.

Table 5. Reference and Proposed Forecast
Publis-
hed
Ref.

Year Method used Accuracy
(Average Value)

[20] 2017 SVM RMSE: 3.08%
[21] 2017 ANN MAPE: 46.3%
[22] 2019 LSTM RMSE: 1.816%

[19] 2019

CNN
SVM

LSTM

RMSE: 163.15%
RMSE: 167.52%
RMSE: 164.19%

[23] 2020 LSTM RMSE: 1.0382%
[24] 2021 LSTM RMSE: 9.81%

Proposed Method
LSTM (RMSE):

0.27%
ANN (MSE):

0.248%
SVM (RMSE):

136%

5.4 Comparison with Published Results

The contribution of the proposed approach is evaluated
through a comparative analysis among similar works re-
ported in the recent past. The comparison is based on the
performance of different parameters as shown in Table 5.
Regression-based model SVM examined in [20] where
RMSE obtained was 3.08%. But in this study the obtained
RMSE was 136% which is attributed to the low dataset
value. Another low data-set based study in [19] produces
163.15% of RMSE with CNN, 167.52% with SVM, and
164.19% with LSTM respectively. ANN is used to fore-
cast solar power in [21] obtained MAPE was 46.3%. More
recently LSTM was used in [23], [24] and produced fore-
casting accuracy was 1.038% and 9.81% RMSE respectively.
Now with the proposed methods shown in this paper, the
short-term forecasting result produced 0.27% of RMSE
with LSTM and 0.24% MSE with ANN which is more accu-
rate and easier to forecast short-term solar power output.
And like complex SVM machine learning models can be
avoided for the short-term forecasting setup.

6 Conclusion

For the solar power forecast, three machine learning mod-
els — ANN, LSTM, and SVM—are investigated. The
study’s findings demonstrate how important it is to select
an algorithm using 15-minute interval data for short-term
solar PV power output forecasts.
Based on the study’s analysis, it can be concluded that
ANNs and LSTM networks are more appropriate than
SVMs for short-term solar power forecasting. The effec-
tiveness of ANNs and LSTMs can be attributed to their
capacity to represent the complex and non-linear corre-
lations found in the data, accounting for variables like
temperature, humidity, irradiance and radiance, and his-
torical data. The hidden layers in ANNs and the cell state
in LSTMs act as a ‘memory’ of previous computations,
which contributes to their ability to recognize patterns
over time and space. Thus, both ANNs and LSTMs can
adapt their weights during training through backpropaga-
tion, which allows them to fine-tune their understanding
of the data patterns. SVMs, on the other hand, may find
it difficult to handle the complexity of short-term solar
power forecasts, as they are more suited to managing lin-
ear correlations. SVM is a type of machine learning tech-
nique that uses a hyperplane to split data points into many
classes. In the forecasting of solar power, SVMs might be
unable to capture the non-linear relationships between
the input variables and output power, which could result
in inaccurate forecasts. This is a serious shortcoming for
SVMs in this situation because precise scheduling and grid
management depend on it.
Finally, for short-term solar power forecasting in an ac-
ceptable range, ANNs and LSTMs provide a reliable and
adaptable solution. These results can help engineers and
researchers choose the best optimizer, forecasting struc-
ture, and short-term forecasting method for a range of
application scenarios, including solar and wind.
In the future, large data can be used to investigate deep
learning techniques like SVM for long-term forecasting.
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