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Abstract 

 

Hole doped high-Tc cuprate superconductors are strongly correlated electronic systems. 

In these materials, various electronic orders are often found, but whether they support or 

compete with superconducting order is not unambiguous. Superconductivity normally 

manifests itself by a superconducting gap in the electronic density of states (EDOS). In 

cuprates, a gap appears even in the normal state called the pseudogap (PG). For certain 

doping range, spin density wave and charge density wave coexist with superconductivity 

by inducing corresponding additional gaps in the EDOS. In this study, we have tried to 

obtain expression for superconducting transition temperature, Tc by solving the BCS 

(Bardeen-Cooper-Schrieffer) energy gap equation in the presence of depleted EDOS of 

various origins and types. We have been successful to solve the weak-coupling BCS 

integral equation analytically in some special cases and also in the general case by using 

numerical integration. We have found that depending on conditions these non-pairing 

gaps/orders can enhance as well as reduce Tc. 
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1. Introduction 

 

Research in superconductivity (SC) aims at synthesizing room temperature (~ 300 K) 

superconductors and to understand the mechanism leading to high-Tc. Our interest in 

cuprates is due to the fact that they have been the only type offering the highest Tc at 

ambient pressure and are very rich in physics [1]. Understanding the electronic phase 

diagram of cuprates temperature and doping dependence of generic physical properties 

(Fig. 1), is central to understand the cuprate systems as a whole. 

At low temperature and doping (p), the cuprates are antiferromagnetic (AF) 

insulators. There is a region called the spin glass (SG) region (not present in all the 

cuprates; not shown in Fig. 1) which exists at low temperature between the AF and 

superconducting phases for some cuprates (e.g. in LSCO and in BSCO, but not in 
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YBCO). This is a region of short range magnetic order due to freezing of spins below a 

certain temperature, Tg (SG temperature). Cuprates superconduct below a critical 

temperature, Tc, within the doping level 0.05 < p < 0.27, with Tc varying 

approximately parabolically with hole doping given by an empirical formula [3] 

 

])16.0(6.821[)( 2max
 pTpT cc  

 

where, Tc
max

 is the maximum Tc at optimum doping (p ~ 0.16). 

 
Fig. 1. Electronic T - p phase diagram of cuprates [2]. 

The overdoped (OD) region (p > 0.16) of the phase diagram is often called the 

Fermi-liquid (F-L) region. In this region, the properties of single electrons are 

renormalized by interactions with other electrons to form quasiparticles. The part of 

the phase diagram between the underdoped (UD) and Fermi liquid regions and above 

the optimally doped region, is called the non-Fermi-liquid (non-F-L) region. The 

thermodynamic properties in this region are similar to the behavior of an F-L whereas, 

the transport properties have exceptionally simple but unusual power laws as a 

function of temperature. In the normal state of the UD cuprates, pseudogap (PG) 

appears at the Fermi energy below a certain temperature T
*
, known as the PG 

temperature. Almost all the physical properties of cuprates are affected by the presence 

and magnitude of the PG [4]. The PG manifests itself in various thermodynamic, 

transport, and magnetic properties. For instance, the cross-over from the linear 

dependence of the resistivity on temperature in the non-F-L region to a stronger 

dependence in the PG region is a signature of the PG. Some researchers opine that T
*
 

extends to the superconducting region up to a quantum critical point (QCP), the point 

in the phase diagram of a material where a continuous phase transition occurs at 

absolute zero due to quantum fluctuations caused by Heisenberg’s uncertainty 

principle [5,6] (p ~ 0.19, in the T - p phase diagram). 
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There is a gap in the EDOS at the Fermi level due to SC. In the underdoped region, 

an additional gap, the pseudogap [7] appears even in the normal state. If spin and 

charge density orders are present, then they also introduce gaps. Whether these gaps 

have anything to do with the superconducting gap is not clear yet. All hole doped 

cuprates show PG, charge density wave (CDW) and spin density wave (SDW) [8,9] 

orders for certain range of hole concentrations. In this short communication, we 

investigate the underlying correlation among these density waves and superconducting 

pairing by studying the effects of the non-superconducting gaps on Tc. For this, we 

have started with the Eliashberg theory for superconductivity, which for the weak 

coupling and zero Coulomb pseudopotential reduces to the BCS gap integral. Using 

this weak coupling BCS integral, attempts have been made to find expressions for Tc 

for various conditions. From the nature of Tc, the correlation among various orders and 

superconductivity has been examined. This paper has been organized as follows – we 

have presented the theoretical formalism and analysis in Section 2. Section 3 consists 

of discussion and conclusions.  

 

2. Theoretical Formalism and Analysis 

 

We have the BCS Tc equation 
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where, g is the pairing potential and ωc is the bosonic cut-off energy. 

 

PG, most probably, does not have explicit temperature dependence [10], while 

CDW and SDW gaps are believed to have temperature dependences [11] but no 

explicit form is known yet. Thus, for simplicity, we will assume that the non-

superconducting gaps are temperature independent. We have taken the form of the gap 

to be triangular so that N(ε) takes the form shown in Fig. 2. 

 

 
 
Fig. 2. EDOS in the presence of a (triangular) gap. 
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Using the property of even function and substituting the expression of N(ε) in the gap, 

we find 

 


c

g

d
TT

T

cc

g

g

c
ω

ε
ε

ε

ε

ε

ελ 2
tanh

1
)]

2
ln[cosh(

21                                         (4) 

 

where, λ = Nog is the measure of electron-boson coupling constant.  

 

The integration in (4) cannot be carried out analytically. Thus, we are left with 

using approximation and numerical methods. The integrand function is so peculiar that 

it is very difficult to reasonably approximate it with other function over a large 

interval. Using numerical integration, the λ - Tc plots showing the effects of gap εg and 

cut-off energy ωc are shown in Figs. 3a and 3b, respectively. 

 

 
Fig. 3a. Variation of Tc with λ for different gap values εg. 

 

Fig. 3a shows that as the gap approaches the cut-off, the electron-boson coupling λ 

required for the same Tc gets larger meaning the non-superconducting orders suppress 

the superconducting order. 
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Fig. 3b. Variation of Tc with λ for different cut-off values ωc. 

 

Fig. 3b shows that as the cut-off is increased, the picture is opposite to that of Fig. 

3a: electron-boson coupling λ required for the same Tc gets smaller. Also, Tc increases 

at a faster rate with λ in accordance with the BCS picture. 

There is a special case, εg = ωc, for which there is an exact and completely 

analytical solution. In this situation the EDOS will be as shown in Fig. 4 below. 

 

 
Fig. 4. EDOS in the special case, εg = ωc. 

 

In this case we will have the (implicit) expression for Tc 
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The corresponding Tc - λ plot along with the BCS Tc - λ plot is shown in Fig. 5. 

It is seen that solution in this special case yields non-zero Tc only when the 

electron-boson coupling constant is large, in agreement with the feature revealed by 

Fig. 3a. We also see that the larger the cut-off energy the sharper is the increase of Tc 

with λ similar to the BCS case, again confirming the characteristic shown by Fig. 3b. 

The increase of Tc with λ becomes extremely sharp when ωc is large in the strong 

N(ε) 

No 

ε εg = ωc 
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coupling regime. This is due to the combined effect of the gap being equal to the cut-

off energy and increase in the cut-off energy. This extreme steepness can be indicative 

of electronic instability. 

 

 
 
Fig. 5. Variation of Tc with λ with and without PG for different values of ωc. 

 

Let us now consider the case where the non-vanishing gaps affect only the EDOS 

as shown in Fig. 2 (we are assuming εg ≤ ωc), averaged over the entire energy window. 

There is no contribution to the energy of a Cooper pair [11,12] in the integrand. We 

will have the Tc equation 
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Since we have taken, 0 ≤ εg ≤ ωc, we find, λ/2 ≤ λred ≤ λ. Thus, we have a reduced 

coupling constant. The variation of the ratio of the Tc given by (7) and the BCS Tc with 

different PG energy scale is shown graphically in Fig. 6. We see that in this case, Tc 

decreases with PG. The decrease in Tc continues almost linearly with increase in PG 

until the vicinity of the cut-off energy is reached where the variation is a bit rolled-off. 

We have seen that presence of PG in the EDOS manifests itself by suppressing Tc. 

Now let us have a look at a real system, namely, YBa2Cu3O7−δ (Y-123). We will 

consider the variation of the superconducting transition temperature Tc with PG 

temperature T
*
 or equivalently PG magnitude, ΔPG (we are assuming ΔPG = kBT

*
), for 

pure Y-123 [13,14]. We compare this with the Tc depression curve of previous section. 

The comparison is shown in Fig. 7. 
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Fig. 6. Variation of the normalized transition temperature with PG energy (expressed in 

temperature scale). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7. Normalized Tc as a function of PG energy scale. Main: Theoretical. Inset: Experimental 

variation of normalized Tc with PG energy [13,14]. 

 

We see that the pattern of variation of Tc is similar in both the cases except that the 

roll-off of the curve occurs at small values of PG for the Y-123 system and for our 

calculated scenario the roll-off occurs when the PG approaches the cut-off energy. 

Though the axes of the plots are similar for both the graphs but still they are not 

plotted on the same graph because the cut-off energy for the theoretical plot has been 

selected arbitrarily, whereas ΔPG of Y-123 are experimentally estimated. 
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3. Discussion and Conclusions 

 

BCS gap equation [15] considers only one type of gap in the EDOS, the 

superconducting gap, which vanishes at T = Tc but in some unconventional 

superconducting systems such as hole doped cuprates, there may appear PG, CDW 

gap, and SDW gap, which do not necessarily vanish at Tc. We have investigated the 

effects of these gaps on Tc. 

The integral BCS formalism [15,16] works well with superconducting gap for 

weak-coupling limit i.e. λ < 1. But in presence of non-vanishing gaps we find that, the 

more ubiquitous the gaps are in the EDOS, the stronger electron-boson coupling is 

required to back up superconducting order. From this we get hints that non-

superconducting gaps restrain superconducting order. When the cut-off window is 

widened, SC persists at lower electron-boson coupling. 

In the special case εg = ωc (Fig. 5), SC exists in the strong coupling regime but also 

the superconducting order builds up very quickly with electron-boson coupling. This 

happens because we are considering εg = ωc, so that, not only the non-superconducting 

gap but also the cut-off is changing. This indicates that natural systems with non-

vanishing gaps can have strong superconducting order parameter and hence high Tc. 

But this will also require large non-vanishing gap values, meaning strong order of the 

corresponding type. As the gap gets smaller very strong electron-boson coupling will 

be required, making such system difficult to realize practically.  

In the general case with non-vanishing gaps, solving the Tc equation ultimately 

reduces to an integration which cannot be integrated analytically for arbitrary limits. 

Analytical method can be applied only for certain limits but arbitrary limits can be 

tackled with the help of numerical integration. But two tricky features are extracted 

from our analysis: when the non-vanishing gap is quite smaller than the cut-off energy, 

Tc is suppressed in the sense that large coupling is required compared to the BCS 

scenario while if the gap approaches the cut-off, though SC exists in the strong 

coupling regime, but Tc increases very abruptly with the coupling. 

The simple analysis in which the effect of non-vanishing gaps has been considered 

only on the EDOS, Tc simply decreases with gap. Furthermore, the form of depression 

of Tc closely resembles that of the experimental situation for Y-123 [13,14] except 

when the gap is too small or Tc itself is high. When the Tc is high, near the optimum 

doping, the PG temperature and the onset of strong superconducting fluctuation come 

close together. Therefore, ΔPG cannot be located precisely. This introduces error in 

experimental estimation of ΔPG. For this reason, the ΔPG values are possibly 

overestimated when Tc ~ Tc
max

. Therefore, this difference may arise from experimental 

artifact. 

The analysis carried out in this short communication is incomplete. We have used 

weak-coupling BCS integral expression to obtain Tc-equations under different 

situations. To generalize the formalisms developed here, we wish to extend the 

analysis incorporating strong coupling. 
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We also intend to solve the superconducting gap equation with realistic SDW and 

CDW gaps with their respective temperature dependences in future. 

We must also mention that none of the Tc-equations used here takes Coulomb 

pseudopotential into account. This repulsive term always reduces the value of the 

superconducting transition temperature. For completeness, this term needs to be taken 

into consideration. We intend to do so in a future study. 
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